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Generalized Linear Mixed Models


Longitudinal models fit in the MIXED procedure have the assumption that the conditional responses are normally distributed. However, the normality assumption might not always be reasonable, especially when the response variable is discrete. Therefore, generalized linear mixed models will be used to analyze nonnormal responses. For example, longitudinal data with response variables that are binary or discrete counts can now be modeled using these models.


Generalized linear mixed models can model data from an exponential family of distributions, as well 
as models with random effects. In these models, you apply a link function to the conditional mean E(y|) where  are the random effects. The conditional distribution of y| plays the same role as the distribution of y in the fixed-effects generalized linear model.

If there are no random effects, PROC GLIMMIX fits generalized linear models. In these models, PROC GLIMMIX estimates the parameters by maximum likelihood, restricted maximum likelihood, 
or quasi-likelihood. Maximum likelihood and restricted maximum likelihood have been discussed earlier. Quasi-likelihood will be discussed in a later section.

To understand generalized linear mixed models, you need to have an understanding of generalized linear models. These models extend the general linear model in several ways. 
1. The distribution of the response variable can come from a family of exponential distributions rather than just the normal distribution. The exponential family comprises many of the elementary discrete and continuous distributions.
2. The link function allows a wide variety of response variables to be modeled rather than just continuous response variables. For example, if the mean of the data is naturally restricted to a range of values such as a proportion, the appropriate link function will ensure that the predicted values are within the appropriate range.
3. The variance can be a specified function of the mean rather than just being constant.
	Generalized linear models can also be fit using the GENMOD procedure. This procedure will 
be shown in a later section.

Generalized linear models have three components (McCullagh and Nelder 1989): 
random component	identifies the response variable and its probability distribution
systematic component	specifies the predictor variables used in a linear predictor
link function	specifies the function of E(Y) that the model equates to the systematic component.

For the general linear model, the link function is the identity link (modeling the mean), the response variable is normally distributed, and the variance is constant. For logistic regression, the link function 
is the logit link () and the response variable follows a binomial distribution 
(a common distribution for binary outcomes). For Poisson regression, the link function is the natural log and the response variable follows the Poisson distribution.
Each distribution in the exponential family has a natural location parameter, θ. For each distribution, there exists a link function to transform the linear predictor to θ. This link function is called the canonical link. For example, in the normal distribution the natural location parameter is the mean. Models with canonical links usually make the best sense on mathematical grounds, but you can choose other link functions besides the canonical links. 
	The reason for restricting the distribution of the response variable to the family of exponential distributions is that the same algorithm to compute maximum likelihood parameter estimates applies to this entire family for any choice of monotonic and differentiable link function.
 
The slide above shows the relationships between the general linear model (GLM), general linear mixed model (GLMM), generalized linear model (GzLM), and generalized linear mixed model (GzLMM). 
General linear models assume normal data, and can be viewed as a special case of generalized linear models, which can be used to model data from an exponential family of distributions.
 Generalized linear models cannot accommodate random effects, and can be viewed as a special case 
of generalized linear mixed models.
 Generalized linear mixed models can model data from an exponential family of distributions, 
as well as models with random effects.
On the other hand,
General linear models can also be viewed as a special case of general linear mixed models, which model normal response, plus random effects. 
When a response comes from an exponential family of distributions, you can fit a generalized linear mixed model, which is more general than linear mixed models.


The CONTRAST, ESTIMATE, COVTEST, and RANDOM statements can appear multiple times. 
All other statements can appear only once with the exception of programming statements. The PROC GLIMMIX and MODEL statements are required, and the MODEL statement must appear after the CLASS statement if a CLASS statement is included.

Selected GLIMMIX procedure statements:
CLASS	names the classification variables to be used in the analysis. If the CLASS statement is used, it must appear before the MODEL statement. 
CONTRAST	provides a mechanism for obtaining custom hypothesis tests. It is patterned after 
the CONTRAST statement in PROC MIXED and enables you to select an appropriate inference space
COVTEST	provides a mechanism to obtain statistical inferences for the covariance parameters. Significance tests are based on the ratio of (residual) likelihoods or pseudo-likelihoods. Confidence limits and bounds are computed as Wald or likelihood ratio limits. You can specify multiple COVTEST statements. 
EFFECT	The EFFECT statement enables you to construct special collections of columns for design matrices. These collections are referred to as constructed effects to distinguish them from the usual model effects that are formed from continuous or classification variables. The name of the effect is specified after the EFFECT keyword. This name can appear in only one EFFECT statement and cannot be the name of a variable 
in the input data set. The effect-type is specified after an equal sign, followed by a list of variables within parentheses, which are used in constructing the effect. Effect-options that are specific to an effect-type can be specified after a slash (/) following the variable list.
ESTIMATE	provides a mechanism for obtaining custom hypothesis tests. As in the CONTRAST statement, the basic element of the ESTIMATE statement is the contrast-specification, which consists of MODEL and G-side RANDOM effects and their coefficients. 
LSMESTIMATE	provides a mechanism for obtaining custom hypothesis tests among the least squares means. In contrast to the hypotheses tested with the ESTIMATE or CONTRAST statements, the LSMESTIMATE statement enables you to form linear combinations of the least squares means, rather than linear combination of fixed-effects parameter estimates or random-effects solutions, or both. Multiple-row sets of coefficients are permitted.
MODEL	names the dependent variable and the fixed effects. In contrast to PROC GLM, you do not specify random effects in the MODEL statement. The dependent variable can be specified using either the response syntax or the events/trials syntax. The events/trials syntax is specific to models for binomial data. 
NLOPTIONS	allows for the specification and control of the nonlinear optimization methods. 
OUTPUT	creates a data set that contains predicted values and residual diagnostics, computed after fitting the model. By default, all variables in the original data set are included 
in the output data set. 
PARMS	specifies initial values for the covariance or scale parameters, or it requests a grid search over several values of these parameters in generalized linear mixed models. 

RANDOM	defines the Z matrix of the mixed model, the random effects in the  vector, the structure of G, and the structure of R. The random effects can be classification or continuous effects, and multiple RANDOM statements are possible. The RANDOM _RESIDUAL_ statement indicates a residual-type (R-side) random component that defines the R matrix. 
WEIGHT	uses weights to account for the differential weighting of observations. Observations with nonpositive or missing weights are not included in the resulting analysis. 
If a WEIGHT statement is not included, all observations used in the analysis are assigned a weight of 1. 
Selected MODEL statement options:
DIST=	specifies the built-in (conditional) probability distribution of the data. If you specify the DIST= option and you do not specify a user-defined link function, 
a default link function is chosen. If you do not specify a distribution, the GLIMMIX procedure defaults to the normal distribution for continuous response variables and to the multinomial distribution for classification or character variables, unless the events/trial syntax is used in the MODEL statement. If you choose the events/trial syntax, the GLIMMIX procedure defaults to the binomial distribution.
LINK=	specifies the link function in generalized linear mixed model. 
The GLIMMIX procedure distinguishes two types of random effects. Depending 
on whether the variance of the random effect is contained in G or in R, these are referred to as G-side 
and R-side random effects. R-side effects are also named residual effects. Simply, if a random effect is an element of G, it is a G-side effect. Otherwise, it is an R-side effect. Models without G-side effects are also known as marginal (or population-averaged) models. Models fit with the GLIMMIX procedure can have none, one, or more of each type of effect.
	An R-side effect in the GLIMMIX procedure is equivalent to a REPEATED effect 
in the MIXED procedure. In the GLIMMIX procedure, all random effects are specified through the RANDOM statement. Various statistical analyses using PROC GLIMMIX are shown in 
the “Statistical Analysis with the GLIMMIX Procedure” course.

As with PROC MIXED, PROC GLIMMIX has RANDOM statements, which allow for subject-specific (conditional) inference. Other features of PROC GLIMMIX include
· CONTRAST, ESTIMATE, LSMEANS, and LSMESTIMATE statements, which produce hypothesis tests and estimable linear combinations of effects.
· NLOPTIONS statement, which enables you to exercise control over the numerical optimization.
· COVTEST statement, which enables you to obtain inferences for the covariance parameters.
· computed variables with SAS programming statements inside PROC GLIMMIX (except for variables listed in the CLASS statement). These computed variables can appear in the MODEL, RANDOM, WEIGHT, or FREQ statements.
· choice of model-based variance-covariance estimators for the fixed effects or empirical (sandwich) estimators to make the analysis robust against misspecification of the covariance structure and to adjust for small-sample bias.
joint modeling for multivariate data.

The GLIMMIX and MIXED procedures are closely related and have some common functionality. However, there are important differences, such as, no REPEATED statement in PROC GLIMMIX. Furthermore, MODEL, WEIGHT, and FREQ variables, as well as variables specifying RANDOM effects, SUBJECT= and GROUP= structures, do not have to be in the data set with PROC GLIMMIX. They can be computed with programming statements in the procedure.

Notice that both the FREQ statement and the WEIGHT statement are available in PROC GLIMMIX. 
The variable in the FREQ statement identifies a numeric variable that contains the frequency of occurrence for each observation. PROC GLIMMIX treats each observation as if it appears f times, 
where f is the value of the FREQ variable for the observation. The analysis that is produced using a FREQ statement reflects the expanded number of observations. The WEIGHT statement replaces R with W−1/2RW−1/2, where W is a diagonal matrix containing the weights.

Y	represents the (n  1) vector of observed data.
	represents a (r  1) vector of random effects.
g()	represents a differentiable monotonic link function and g-1() is its inverse.
X	represents a (n  p) design matrix for the fixed effects with rank k.
Z	represents a (n  r) design matrix for the random effects.
G	represents the variance-covariance matrix for random effects. The random effects are assumed to be normally distributed with mean 0 and covariance matrix G. Random effects modeled through the G matrix are referred to as G-side random effects

	represents the conditional expected value of Y.
A	represents a diagonal matrix and contains the square root of the variance function 
of the model. The variance function expresses the variance of a response as a function 
of the mean.
R	represents the variance-covariance matrix of the residual effects. The residual effects are referred to as the R-side random effects. The R matrix is, by default, the scaled identity matrix, R=I, where  is the scale parameter, and is, by definition, 1 for some distributions (for example, binary, binomial, Poisson, and exponential distribution). 
To specify a different R matrix, use the RANDOM statement with the _RESIDUAL_ keyword or the RESIDUAL option in the RANDOM statement.

The GLIMMIX procedure distinguishes two types of random effects. If the variance of the random effect is contained in the matrix G, then it is called a G-side random effect. If the variance of the random effect is contained in the matrix R, then it is called an R-side random effect. R-side effects are also called residual effects. An R-side random effect in PROC GLIMMIX is equivalent to a REPEATED effect 
in PROC MIXED. Models without G-side effects are also known as marginal (or population-averaged) models. All random effects are specified through the RANDOM statement in PROC GLIMMIX.
The R matrix is by default the scaled identity matrix. To specify a different R matrix, use the RANDOM statement with the _RESIDUAL_ keyword or the RESIDUAL option. To add a multiplicative overdispersion parameter, use the _RESIDUAL_ keyword in a separate RANDOM statement.

If there are no repeated effects, use the RANDOM statement with the _RESIDUAL_ keyword to specify the R-side random effects. The equivalent code in PROC MIXED is:
proc mixed data=long.aids;
   model cd4_scale=time;
   repeated / type=sp(pow)(time) subject=id;
run;

To specify that the time effect for each patient is an R-side effect with a spatial power covariance structure, use the RESIDUAL option. Since continuous effects are not allowed in R-side random effects, two versions of the time variable were created. A continuous time is used in the MODEL statement while the classification time is used in the RANDOM statement. The equivalent code in PROC MIXED 
is shown below.
proc mixed data=aids noclprint;
   class timec;
   model cd4_scale=time;
   repeated timec / type=sp(pow)(time) subject=id;
run;
 

Because the generalized linear mixed model is, the G-side random effects are fit inside the link function. In other words, they are on the linked scale, which is similar to random effects 
in linear mixed models. The correlations among the repeated measures on the linked scale are accommodated by the G-side random effects (V=ZGZ’+f(R)). G-side random effect models have subject-specific interpretations. That is, G-side random effect models provide the model for each subject identified in the G-side random effects.

On the other hand, the R-side random effects are fit outside the link function. The correlations among 
the repeated measures outside the link function are directly modeled as long as no G-side random effects are present. R-side random effect models have population average interpretations if there are no G-side random effects. That is, models with only R-side random effects provide predictions for the population.


The distributions can be specified using the DIST= option in the MODEL statement in PROC GLIMMIX. Notice that the lognormal distribution is not using the likelihood function for a lognormal distribution. Instead, it assumes that for the dependent variable Y, log(Y) follows a normal distribution (, 2) 
and the likelihood function is for the log(Y), not Y itself. 
Combinations of distributions can be specified using the DIST=BYOBS(variable) option in the MODEL statement in PROC GLIMMIX. This option enables you to model multivariate responses with different distributions for each response variable. An example is Poisson distribution for one variable and normal distribution for another response variable. 

PROC GLIMMIX estimates the parameters by the pseudo-likelihood method by default for models with discrete outcomes and random effects. Two maximum likelihood estimation methods based on integral approximation are available in the PROC GLIMMIX. The METHOD=QUAD option in the PROC GLIMMIX statement requests that the GLIMMIX procedure approximate the marginal log likelihood with an adaptive Gauss-Hermite quadrature. The METHOD=LAPLACE option in the PROC GLIMMIX statement requests that the GLIMMIX procedure approximate the marginal log likelihood by using 
the Laplace method.
	Models with normally distributed outcomes use by default REML and models with discrete outcomes with no random effects use by default ML.

Generalized linear mixed models are much more complex than linear mixed models because of the difficulties in obtaining marginal log-likelihood functions. For all these models, parameter estimates are obtained by maximizing the objective function, which is the marginal log-likelihood function. For linear mixed models with normal errors and random effects, the marginal distribution of y over all possible levels of random effects is simply normal with a mean of X and a covariance V. The log-likelihood 
is readily available based on this distribution. However, the marginal distribution of y for generalized linear mixed models is not readily available for non-Gaussian distributions. Therefore, the challenge 
in fitting a generalized linear mixed model is to obtain the marginal distribution of y, or the marginal log-likelihood function to be maximized.
Pseudo-likelihood (linearization) and maximum likelihood with adaptive quadrature or Laplace approximation are two different techniques of obtaining marginal log-likelihood for generalized linear mixed models. Because a closed-form integral for the marginal log-likelihood is difficult to obtain, approximated marginal log-likelihood must be used. Linearization approximates the marginal log-likelihood by using an approximated model – linear mixed model, whose marginal log-likelihood has 
a closed-form solution and therefore is easy to obtain. The maximum likelihood methods use numerical techniques to approximate the integral and obtain the approximated marginal log-likelihood.

The first step in the pseudo-likelihood linearization method is achieved by taking the first-order Taylor series expansions to linearize the generalized linear mixed model to linear mixed models. Taylor series expansions enable you to use the derivatives of a function to approximate the function as a sum 
of polynomials. 
After the linearization, a linear mixed model P = X + Z +  can be fit. P is referred to as the pseudo-response.  represents fixed effects,  represents random effects, and  represents residuals in the linear mixed model with the pseudo-response P. The residuals are assumed to be normally distributed with mean 0 and variance var() = var(P|)=, where
	 is a diagonal matrix of derivatives of the conditional mean evaluated at the expansion locus.
	A represents a diagonal matrix of the square root of the variance function of the model.
 	R is variance-covariance matrix of the residual effects, or the R-side random effects.
The variance of y, conditional on random effects , is var(y|)=, and the marginal variance 
in the linear mixed pseudo-model is .

The class of models for which pseudo-likelihood estimation can be applied is much larger than the class of models that maximum likelihood can be applied in PROC GLIMMIX.

Because the linearization approach approximates the generalized linear mixed models as linear mixed models, the computed likelihood is for these linear mixed models, not the original model. It is not the true likelihood of your problem. Likelihood ratio tests that compare nested models might not be mathematically valid and the model fit statistics should not be used for model comparisons (AIC, BIC). 
In addition, the normal assumption for the linearized model might not be appropriate. As a result, the variance estimates for random effects might be biased. This is often the case when the pseudo-response 
is far from normal, such as when a binary outcome has many non-events or few clusters (subjects). 

PROC GLIMMIX includes the fixed effects and all covariance parameters in the optimization when you choose METHOD=QUAD or METHOD=LAPLACE. Both produce the maximum likelihood estimations.
Laplace estimates typically exhibit better asymptotic behavior and less small-sample bias than pseudo-likelihood estimators. However, for both Laplace and quadrature methods, the class of models for which the marginal log likelihood is available is much smaller compared to the class of models to which pseudo-likelihood estimation can be applied.
	The term quadrature is more or less a synonym for numerical integration, especially as applied 
to one-dimensional integrals. Two-dimensional integration is sometimes described as cubature, although this term is much less frequently used and the meaning of quadrature is understood for higher dimensional integration, as well.
	A quadrature integration rule is a method of numerical approximation of the definite integral 
of a function, particularly as a weighted sum of function values at quadrature points within 
the domain of integration: 



PROC GLIMMIX has a dedicated algorithm for METHOD=LAPLACE, which enables a larger class 
of models, such as crossed random effects, random effects with no SUBJECT= option, or subjects that 
do not have to be nested as compared to the Gauss-Hermite quadrature. It also allows the NOBOUND option. As the number of random effects increases, Laplace approximation presents a computationally more expedient alternative.
If you wonder whether METHOD=LAPLACE would present a viable alternative to a model that you can fit with METHOD=QUAD, the “Optimization Information” table can provide some insights. The table contains as its last entry the number of quadrature points determined by PROC GLIMMIX to yield 
a sufficiently accurate approximation of the log likelihood (at the starting values). In many cases, a single quadrature node is sufficient. In that case, the estimates are identical to those of METHOD=LAPLACE.

The COVTEST statement enables you to obtain statistical inferences for the covariance parameters 
in a mixed model by likelihood-based tests comparing full and reduced models with respect to the covariance parameters. The comparisons of the models are based on the log likelihood or restricted log likelihood in models that are fit by maximum likelihood (ML) or restricted maximum likelihood (REML). With pseudo-likelihood methods, the calculations are based on the final pseudo-data of the converged optimization. Confidence limits and bounds are computed as Wald or likelihood ratio limits. You can specify multiple COVTEST statements.

The test-specification in the COVTEST statement draws on keywords that represent a particular null hypothesis, lists or data sets of parameter values, or general contrast specifications. Valid keywords 
are as follows:
GLM|INDEP	tests the model against a null model of complete independence. All G-side covariance parameters are eliminated and the R-side covariance structure is reduced to a diagonal structure.
DIAGG	tests for a diagonal G matrix by constraining off-diagonal elements in G to zero. The R‑side structure is not modified. 
DIAGR|CINDEP	tests for conditional independence by reducing the R-side covariance structure 
to diagonal form. The G-side structure is not modified. 
HOMOGENEITY	tests homogeneity of covariance parameters across groups by imposing equality constraints. 
START|INITIAL	compares the final estimates to the starting values of the covariance parameter estimates. This option is useful if, for example, you supply starting values in the PARMS statement and want to test whether the optimization produced significantly better values. In GLMMs based on pseudo-data, the likelihoods that use the starting and the final values are based on the final pseudo-data. 
ZEROG	tests whether the G matrix can be reduced to a zero matrix. This eliminates 
all G-side random effects from the model. 
Only a single keyword is permitted in the COVTEST statement. To test more complicated hypotheses, you can formulate tests by providing the values for the reduced covariance parameters. For example, 
the last example on the slide tests if the last covariance parameter, which corresponds to the slope variance, is zero.

The COVTEST statement not only works for models estimated by the maximum likelihood method, but 
it also works for models estimated by the pseudo-likelihood (linearization) method. However, you do not get true likelihood ratio tests from the COVTEST statement in the latter case.
When the model is estimated by pseudo-likelihood, PROC GLIMMIX takes the pseudo-data set from 
the last iteration (the converged data set) from the full model, and treats it as a linear mixed model for 
the COVTEST operations. Therefore, there are no more data set updates. The log likelihood of the constrained model is then always ordered properly, guaranteeing that the likelihood ratio test statistic 
is nonnegative.


Example:	Radial keratotomy is a form of surgery used to reduce myopia (nearsightedness). To evaluate the long-term (10-year) efficacy and stability of the surgery, a longitudinal study of 362 adult myopic patients was conducted. After surgery, patients were examined at 6 months and then annually each year for 10 years. At each visit their refractive error was recorded. The concern of the scientists is that the refractive error would continue to change over time and the patients would become less and less nearsighted.
These are the variables in the data set:
patientid	patient identification number.
visit	time of follow-up visit (1=1 year, 4=4 years, 10=10 years).
unstable	the outcome variable coded as 1 if there is a continuing effect of the surgery and 0 otherwise. For visit 1, a continuing effect was defined as if there was a reduction in myopia of 0.5 diopters or more between 6 months and 1 year after surgery. For visit 4 
and visit 10, a continuing effect was defined as if there was a reduction in myopia of 1 diopter or more between 6 months and 4 years after surgery for visit 4 and between 6 months and 10 years after surgery for visit 10.
diameter	diameter of the clear zone during the surgery (in mm).
age	patient age at baseline in years.
gender	patient’s gender.
	The radial keratotomy data were provided by Azhar Nizam, Senior Associate, Rollins School 
of Public Health of Emory University. The data were modified based on published reports from the NEI funded Prospective Evaluation of Radial Keratotomy Study (Waring et al. 1994) 
to protect confidentiality.

When building a longitudinal model with a discrete response, it is recommended to first do an exploratory data analysis with contingency tables and logit plots. A useful contingency table would be the subject’s identification number by the time or visit value to make sure no subject has multiple records with the same time or visit value. Then fit a generalized linear mixed model and decide whether you want to use R-side random effects or G-side random effects. 

When the response variable is binary, it is common practice to transform the vertical axis of a scatter plot to the logit scale and plot the logit by the continuous predictor variable. For continuous predictor variables with a large number of unique values, binning the data (collapsing data values into groups) is necessary to compute the logit.
A common approach in computing logits is to take the log of the odds. However, the logit is undefined for any bin in which the outcome rate is 100% or 0%. To eliminate this problem and reduce the variability 
of the logits, a common recommendation is to add a small constant to the numerator and denominator 
of the formula that computes the logit (Duffy and Santner 1989).
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Example:	Generate a line listing of the keratotomy data and logit plot of age.
/* long03d01.sas */
proc print data=long.keratotomy(obs=20);
   title 'Line Listing of Keratotomy Data';
run;

                                Line Listing of Keratotomy Data                               

             Obs    patientid      age      diameter    gender    visit    unstable

               1        1        44.9117       3.0      Male         1         1
               2        1        44.9117       3.0      Male         4         1
               3        1        44.9117       3.0      Male        10         1
               4        2        27.6413       3.5      Female       1         0
               5        2        27.6413       3.5      Female       4         0
               6        2        27.6413       3.5      Female      10         1
               7        3        38.8337       3.5      Male         1         0
               8        3        38.8337       3.5      Male         4         1
               9        3        38.8337       3.5      Male        10         1
              10        4        33.4292       4.0      Female       1         0
              11        4        33.4292       4.0      Female       4         0
              12        4        33.4292       4.0      Female      10         1
              13        5        35.9480       3.0      Male         1         0
              14        5        35.9480       3.0      Male         4         0
              15        5        35.9480       3.0      Male        10         1
              16        6        38.2669       4.0      Female       1         0
              17        6        38.2669       4.0      Female       4         0
              18        6        38.2669       4.0      Female      10         1
              19        7        37.5962       4.0      Female       1         0
              20        7        37.5962       4.0      Female       4         0
Notice that there is one observation per time point. Also notice that the variables age, diameter, 
and gender are time-independent variables and visit is a time-dependent variable. Finally, notice that 
the values of visit are in the proper order within each patient. If the values of visit are not in the proper order or if there are missing time points for some patients, then visit (or a copy of visit) will have 
to be specified in the CLASS statement and specified in the RANDOM statement as a repeated effect 
in PROC GLIMMIX.
[bookmark: Demo3_6_pg32]proc rank data=long.keratotomy groups=20 out=ranks;
   var age;
   ranks bin;
run;

proc means data=ranks noprint nway;
   class bin;
   var unstable age;
   output out=bins sum(unstable)=unstable mean(age)=age;
run;

data bins;
   set bins;
   logit=log((unstable+1)/(_freq_-unstable+1));
run;

proc sgplot data=bins;
   scatter y=logit x=age / markerattrs=(color=blue size=10px 
                           symbol=circlefilled); 
   xaxis label="Patient Age at Baseline in Years";
   yaxis label="Estimated Logit";
   title "Estimated Logit Plot of Patient's Age";
run;
Selected PROC RANK statement option: 
GROUPS=n	bins the variables into n groups.
Selected RANK procedure statement: 
RANKS	names the group indicators in the OUT= data set. If the RANKS statement is omitted, then the group indicators replace the VAR variables in the OUT= data set.
Selected PROC MEANS statement option:
NWAY	causes the output data set to have only one observation for each level of the class variable
[bookmark: Demo3_6_pg33]
There seems to be no relationship between the probability of the continuing effect of the surgery 
and the age of the patient.



The variable diameter has a linear relationship with the logits. It seems that the patients with smaller clear zones (they received more surgery) have a higher probability of having a continuing effect 
of the surgery.

The variable visit might have a linear relationship with the outcome; it is also possible that the relationship might be curvilinear. It seems that the longer the follow-up time from the surgery, the higher the probability of a continuing effect of the surgery. Therefore, the refractive error continues to change as a result of the surgery and the patients become less and less nearsighted. This is of medical concern because beyond a certain point, being less nearsighted means becoming farsighted. Because people tend to become farsighted, as they get older, the continuing effect of the surgery might be accelerating this process.
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Example:	Fit a generalized linear mixed model to the long.keratotomy data. Specify R-side random effects, a binary distribution, and use the unstructured covariance structure. Specify the ODDSRATIO option in the MODEL statement and create customized odds ratios comparing male to female for gender, 2 to 1 for visit, and 3 to 4 for diameter. Use an optimization technique of Newton-Raphson with ridging, and create an ODDSRATIO plot displaying the statistics and a box plot for gender.
/* long03d02.sas */
proc glimmix data=long.keratotomy noclprint=5  
      plots=(oddsratio(stats) boxplot(fixed));
    class patientid gender;
    model unstable(event='1') = age diameter gender visit 
            / solution ddfm=kr dist=binary 
              or(diff=first 
                 at visit diameter =1 4 
                 units diameter = -1);
    random _residual_ / subject = patientid type=un;
    nloptions tech=nrridg;
    title 'Generalized Linear Mixed Model of Radial Keratotomy '
          'Surgery';
run;
Selected PROC GLIMMIX statement option:
PLOTS=	requests that the GLIMMIX procedure produce statistical graphics via the Output Delivery System.
NOCLPRINT	suppresses the display of the Class Level Information table. If you specify a number, only levels with totals that are less than that number are listed in the table.
Selected plot options:
BOXPLOT	requests box plots for the residuals in your model by the classification effects only. 
The FIXED box plot option produces box plots for all fixed effects consisting entirely 
of classification variables. 
ODDSRATIO	requests a display of odds ratios and their confidence limits when the link function permits the computation of odds ratios. The STATS odds ratio plot option adds 
the numeric values of the odds ratio and its confidence limits to the graphic.
Selected MODEL statement response variable option:
EVENT=	specifies the event category for the binary response model. 
Selected MODEL statement options:
SOLUTION	requests that a solution for the fixed-effects parameters be produced.
DIST=	specifies the built-in (conditional) probability distribution of the data. 
[bookmark: Demo3_7_pg37]DDFM=	specifies the method for computing the denominator degrees of freedom for the tests 
of fixed effects resulting from the MODEL, CONTRAST, ESTIMATE, LSMEANS, and LSMESTIMATE statements. The keyword KR specifies the Kenward-Roger adjustment. 
OR	requests estimates of odds ratios and their confidence limits provided the link function 
is either the logit, cumulative logit, or generalized logit.
Selected odds ratio options:
DIFF<=diff-type> 	controls the type of differences for classification main effects. By default, odds ratios compare the odds of a response for level j of a factor to the odds of the response for the last level of that factor (DIFF=LAST). 
The DIFF=FIRST option compares the levels against the first level, DIFF=ALL produces odds ratios based on all pairwise differences, 
and DIFF=NONE suppresses odds ratios for classification main effects.
AT var-list=value-list 	specifies the reference values for continuous variables in the model. 
By default, the average value serves as the reference.
UNIT var-list=value-list 	specifies the units in which the effects of continuous variable in the model are assessed. By default, odds ratios are computed for a change of one unit from the average.
Selected RANDOM statement options:
SUBJECT=	identifies the subjects in your generalized linear mixed model. 
TYPE=	specifies the covariance structures of G for G-side effects and of R for R-side effects. 
Selected NLOPTIONS statement option:
TECH=	specifies the optimization technique. The value of nrridg performs 
a Newton-Raphson optimization with ridging.
                  Generalized Linear Mixed Model of Radial Keratotomy Surgery                 

                                     The GLIMMIX Procedure

                                       Model Information

                       Data Set                       LONG.KERATOTOMY
                       Response Variable              unstable
                       Response Distribution          Binary
                       Link Function                  Logit
                       Variance Function              Default
                       Variance Matrix Blocked By     patientid
                       Estimation Technique           Residual PL
                       Degrees of Freedom Method      Kenward-Roger
                       Fixed Effects SE Adjustment    Kenward-Roger
The Model Information table summarizes important information about the model that you fit and about aspects of the estimation technique. The marginal variance matrix is block-diagonal, and observations from the same PATIENTID form the blocks. The default estimation technique in generalized linear mixed models is residual pseudo-likelihood, for distributions other than the normal.
[bookmark: Demo3_7_pg38]                                    Class Level Information

                              Class        Levels    Values

                              patientid       362    not printed
                              gender            2    Female Male

                            Number of Observations Read        1086
                            Number of Observations Used        1046
The Class Level Information table lists the levels of the variables specified in the CLASS statement 
and the ordering of the levels. The patientid levels have been suppressed because there are more than 5 patientid levels. The Number of Observations table displays the number of observations read and used 
in the analysis. There are 362 patients in the study, so 6 patients were dropped because they had missing values in every observation.
                                        Response Profile

                              Ordered                        Total
                                Value    unstable        Frequency

                                    1    0                     634
                                    2    1                     412

             The GLIMMIX procedure is modeling the probability that unstable='1'.
The Response Profile table shows the response variable values listed according to their ordered values. 
By default, the response variable values are ordered alphanumerically and PROC GLIMMIX models 
the probability of ordered value 1. Because you used the EVENT=option, in this example, the model 
is based on the probability of having a continuing effect of the surgery (unstable=1).
                                           Dimensions

                               R-side Cov. Parameters           6
                               Columns in X                     6
                               Columns in Z per Subject         0
                               Subjects (Blocks in V)         356
                               Max Obs per Subject              3
The Dimensions table lists the size of the relevant matrices. 
                                   Optimization Information

                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    6
                   Lower Boundaries              3
                   Upper Boundaries              0
                   Fixed Effects                 Profiled
                   Starting From                 Data
The Optimization Information table provides information about the methods and size of the optimization problem.
[bookmark: Demo3_7_pg39]                                        Iteration History

                                                    Objective                         Max
       Iteration    Restarts    Subiterations        Function          Change    Gradient

               0           0                5    4727.8145847      0.48011446     0.00006
               1           0                4    4895.6716029      0.14618701    8.303E-8
               2           0                3    4935.9159763      0.03409445    6.841E-8
               3           0                2    4942.8430009      0.00623447    4.293E-6
               4           0                2    4943.8071483      0.00088555    1.709E-9
               5           0                1    4943.9593606      0.00014143    0.000013
               6           0                1    4943.9812554      0.00002048    2.784E-7
               7           0                1    4943.9846473      0.00000317    6.743E-9
               8           0                1    4943.9851462      0.00000047    1.46E-10
               9           0                1    4943.9852224      0.00000007    3.77E-12
              10           0                0    4943.9852337      0.00000000    3.454E-6

                      Convergence criterion (PCONV=1.11022E-8) satisfied.
The Iteration History table displays information about the progress of the optimization process. After the initial optimization, PROC GLIMMIX performed 10 updates before the convergence criterion was met.
                                         Fit Statistics

                            -2 Res Log Pseudo-Likelihood     4943.99
                            Generalized Chi-Square           1041.00
                            Gener. Chi-Square / DF              1.00
The ratio of the generalized chi-square statistic and its degrees of freedom is a measure of the residual variability in the linearized pseudo model. It is not a useful measure for model assessment under pseudo-likelihood estimation.
                                 Covariance Parameter Estimates

                          Cov                                 Standard
                          Parm       Subject      Estimate       Error

                          UN(1,1)    patientid      1.2278     0.09278
                          UN(2,1)    patientid      0.3029     0.05955
                          UN(2,2)    patientid      0.8653     0.06813
                          UN(3,1)    patientid    -0.08470     0.06373
                          UN(3,2)    patientid      0.2806     0.05617
                          UN(3,3)    patientid      1.1019     0.08384
The Covariance Parameter Estimates table displays estimates and asymptotic estimated standard errors for all covariance parameters. Since R-side random effects are being used, the estimates represent the variances and covariances of the measurements on the logit scale.
                                  Solutions for Fixed Effects

                                             Standard
          Effect       gender    Estimate       Error       DF    t Value    Pr > |t|

          Intercept                1.9131      0.9165      359       2.09      0.0375
          age                     0.01074     0.01227    362.1       0.88      0.3820
          diameter                -1.2162      0.2284    363.4      -5.32      <.0001
          gender       Female     -0.5671      0.1819    358.1      -3.12      0.0020
          gender       Male             0           .        .        .         .
          visit                    0.3372     0.02321    372.8      14.53      <.0001
[bookmark: Demo3_7_pg40]The Solutions for Fixed Effects table displays the parameter estimates for the fixed effects in the model. The results show that diameter, gender, and visit are all significant at the 0.05 significance level. 
The parameter estimates are on the logit scale.
                                      Odds Ratio Estimates

     gender     age  diameter   visit  _gender    _age  _diameter  _visit  Estimate      DF

             34.964         4       1           33.964          4       1     1.011   362.1
             33.964         3       1           33.964          4       1     3.374   363.4
             33.964         4       2           33.964          4       1     1.401   372.8
     Male    33.964         4       1  Female   33.964          4       1     1.763   358.1

                                      Odds Ratio Estimates

                                                                            95% Confidence
    gender     age  diameter   visit  _gender    _age  _diameter  _visit        Limits

            34.964         4       1           33.964          4       1     0.987     1.035
            33.964         3       1           33.964          4       1     2.153     5.288
            33.964         4       2           33.964          4       1     1.339     1.466
    Male    33.964         4       1  Female   33.964          4       1     1.233     2.521
The Odds Ratio Estimates table lists the variables and their values that are used in the computation 
of the odds ratio, the estimate of the odds ratio, the degrees of freedom, and the 95% confidence limits for the estimate of the odds ratio. By default, the reference values for continuous variables are the average values. The reference level for gender is female because the option DIFF=FIRST was used. The first row of the table compares age 34.964 (value in the numerator for the odds ratio) to age 33.964 (average value) holding gender, diameter, and visit constant. The odds ratio is 1.011 with a 95% confidence interval 
of 0.987 to 1.035. The second row of the table compares diameter 3 to diameter 4 (the reference value was specified in the odds ratio AT option and the one unit decrease was specified in the odds ratio UNIT option) holding gender, visit, and age constant. The odds ratio is 3.374 with a 95% confidence interval 
of 2.153 to 5.288. The third row compares visit 2 to visit 1 holding the other variables constant. The odds ratio is 1.401 with a confidence interval of 1.339 to 1.466. Finally, the fourth row of the table compares gender Male to gender Female holding the other variables constant. The odds ratio is 1.763 with 
a confidence interval of 1.233 to 2.521.
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The odds ratio plot illustrates the odds ratios from the last table along with the 95% confidence limits. When the line segment representing the confidence interval crosses 1, the odds ratio is not significant.
	If higher order terms were in the model such as interactions or polynomials, the odds ratios computed with the ODDSRATIO option would take the higher order terms into account.
                                Type III Tests of Fixed Effects

                                      Num      Den
                        Effect         DF       DF    F Value    Pr > F

                        age             1    362.1       0.77    0.3820
                        diameter        1    363.4      28.35    <.0001
                        gender          1    358.1       9.72    0.0020
                        visit           1    372.8     211.14    <.0001
The Type III Tests of Fixed Effects table displays significance tests for the fixed effects in the model.
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The box plot for gender shows a few extreme Pearson residuals. Females exhibit more extreme positive outliers while males exhibit more extreme negative outliers.
Example:	Fit a generalized linear mixed model to the long.keratotomy data set using G-side random effects, the method of adaptive Gauss-Hermite quadrature, and the between-within degrees of freedom adjustment. Specify the intercept as the random effect and use a binary distribution. Use an optimization technique of Newton-Raphson with ridging, use the COVTEST statement to test whether the G matrix can be reduced to a zero matrix, and create an output data set with the EBLUPs and XBETAs.
proc glimmix data=long.keratotomy noclprint=5 method=quad;
   class patientid gender;
   model unstable(event='1') = age diameter gender visit 
         / solution dist=binary ddfm=bw;
   random intercept / subject = patientid;
   nloptions tech=nrridg;
   covtest "H0: No random effects" zerog;
   output out=predict pred(blup ilink)=eblup
                      pred(noblup ilink)=xbeta;
   title 'Generalized Linear Mixed Model of Radial Keratotomy '
         'Surgery';
run;
[bookmark: Demo3_7_pg43]Selected PROC GLIMMIX statement option:
METHOD=	specifies the estimation method in a generalized linear mixed model. The choices among discrete outcomes with random effects include several pseudo-likelihood techniques, maximum likelihood with Laplace approximation, and maximum likelihood with adaptive quadrature.
Selected COVTEST statement keyword:
ZEROG	tests whether the G matrix can be reduced to a zero matrix. This eliminates all G-side random effects from the model. 
Selected OUTPUT statement keywords: 
BLUP	uses the random effects in computing the statistic. 
ILINK	computes the statistic on the scale of the data. 
NOBLUP	does not use the random effects in computing the statistic. 
The METHOD=QUAD option in the PROC GLIMMIX statement requests that the GLIMMIX procedure approximate the marginal log likelihood with an adaptive Gauss-Hermite quadrature. If you do not specify the number of quadrature points with the suboptions of the METHOD option, the GLIMMIX procedure attempts to determine a sufficient number of points adaptively. It should be noted that the number of random variables in the quadrature puts serious limitations on the computational performance and on the memory requirements
	The term quadrature is more or less a synonym for numerical integration, especially 
as applied to one-dimensional integrals. Two-dimensional integration is sometimes described 
as cubature, although this term is much less frequently used and the meaning of quadrature 
is understood for higher dimensional integration as well.
	The default pseudo-likelihood estimation method for models containing random effects is RSPL. This is the acronym for the residual subject-specific pseudo-likelihood method. The other three methods are MSPL, RMPL, and MMPL. The first letter determines whether estimation is based on a residual likelihood (R) or a maximum likelihood (M). The second letter identifies the expansion locus for the linearization, which can be the vector of random effects solutions (S) or the mean of the random effects (M). 
	In models for normal data with identity link, METHOD=RSPL and METHOD=RMPL are equivalent to restricted maximum likelihood estimation, and METHOD=MSPL and METHOD=MMPL are equivalent to maximum likelihood estimation. 
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                                     The GLIMMIX Procedure

                                       Model Information

                     Data Set                      LONG.KERATOTOMY
                     Response Variable             unstable
                     Response Distribution         Binary
                     Link Function                 Logit
                     Variance Function             Default
                     Variance Matrix Blocked By    patientid
                     Estimation Technique          Maximum Likelihood
                     Likelihood Approximation      Gauss-Hermite Quadrature
                     Degrees of Freedom Method     Between-Within
The between-within degrees of method is used because the Kenward-Roger degrees of freedom method cannot be used with the maximum likelihood estimation methods.
                                    Class Level Information

                              Class        Levels    Values

                              patientid       362    not printed
                              gender            2    Female Male

                            Number of Observations Read        1086
                            Number of Observations Used        1046

                                        Response Profile

                              Ordered                        Total
                                Value    unstable        Frequency

                                    1    0                     634
                                    2    1                     412

             The GLIMMIX procedure is modeling the probability that unstable='1'.

                                           Dimensions

                               G-side Cov. Parameters           1
                               Columns in X                     6
                               Columns in Z per Subject         1
                               Subjects (Blocks in V)         356
                               Max Obs per Subject              3

                                   Optimization Information

                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    6
                   Lower Boundaries              1
                   Upper Boundaries              0
                   Fixed Effects                 Not Profiled
                   Starting From                 GLM estimates
                   Quadrature Points             5
[bookmark: Demo3_7_pg45]The Optimization Information table shows the number of quadrature points chosen by the procedure for the numerical integration calculations. Based on the algorithm used, five nodes are determined by PROC GLIMMIX to be sufficient for the quadrature. If you want to have a larger number of quadrature points, you can use the QPOINTS= suboption in the METHOD=QUAD option.
	Recall that quadrature provides an approximation of the definite integral of a function. This 
is usually stated as a weighted sum of function values at specified points within the domain 
of integration. These specified points are known as the quadrature points.
                                        Iteration History

                                                   Objective                         Max
        Iteration    Restarts    Evaluations        Function          Change    Gradient

                0           0             11    1080.8513468       .            565.5695
                1           0             13    1077.5642995      3.28704729    1098.838
                2           0              9    1058.1407776     19.42352192    236.1398
                3           0              9    1051.1727897      6.96798789    63.87405
                4           0              9    1049.5098427      1.66294704    14.30124
                5           0              9    1049.3679612      0.14188149    1.414772
                6           0              9    1049.3664725      0.00148871     0.01517
                7           0              9    1049.3664723      0.00000020     0.00002

                         Convergence criterion (GCONV=1E-8) satisfied.

                                         Fit Statistics

                              -2 Log Likelihood            1049.37
                              AIC  (smaller is better)     1061.37
                              AICC (smaller is better)     1061.45
                              BIC  (smaller is better)     1084.62
                              CAIC (smaller is better)     1090.62
                              HQIC (smaller is better)     1070.61
The Fit Statistics table lists information about the fitted model. PROC GLIMMIX computes various information criteria, which typically apply a penalty to the (possibly restricted) log likelihood, log pseudo-likelihood, or log quasi-likelihood: this penalty depends on the number of parameters or 
the sample size, or both. The consistent AIC (CAIC) is an extension of the AIC and it was derived in order to make the AIC asymptotically consistent and to penalize overparameterization more stringently. 
The Hannan-Quinn information criterion (HQIC) has a penalty term that is between the AIC and the BIC. 
                          Fit Statistics for Conditional Distribution

                          -2 log L(unstable | r. effects)      748.60
                          Pearson Chi-Square                   721.00
                          Pearson Chi-Square / DF                0.69
The fit statistics for conditional distribution are useful for evaluating the fixed effect model. 
If the variance function, the model, and the random effects structure are correctly specified, the Pearson Chi-Square/DF value should be close to 1. Even under correct specifications, there will be some variations about the value 1. However, if this value is large, then you must fix something about your model. It might be the conditional distribution of the response variable, the fixed effects, or the random effects specified in your model might need revising.
[bookmark: Demo3_7_pg46]                                 Covariance Parameter Estimates

                                                               Standard
                         Cov Parm     Subject      Estimate       Error

                         Intercept    patientid      1.5405      0.4752

                                  Solutions for Fixed Effects

                                              Standard
           Effect       gender    Estimate       Error       DF    t Value    Pr > |t|

           Intercept                2.2635      1.0983      352       2.06      0.0400
           age                     0.01508     0.01475      352       1.02      0.3072
           diameter                -1.4759      0.2787      352      -5.29      <.0001
           gender       Female     -0.6843      0.2192      352      -3.12      0.0019
           gender       Male             0           .        .        .         .
           visit                    0.4044     0.03232      689      12.51      <.0001
Although the parameter estimates are different from the model fit by the pseudo-likelihood method, 
the inferences are approximately the same.
                                 Type III Tests of Fixed Effects

                                       Num      Den
                         Effect         DF       DF    F Value    Pr > F

                         age             1      352       1.05    0.3072
                         diameter        1      352      28.04    <.0001
                         gender          1      352       9.75    0.0019
                         visit           1      689     156.52    <.0001

                                Tests of Covariance Parameters
                                    Based on the Likelihood

         Label                      DF    -2 Log Like      ChiSq    Pr > ChiSq    Note

         H0: No random effects       1        1074.75      25.38        <.0001    MI

MI: P-value based on a mixture of chi-squares.
Common questions in mixed modeling are whether variance components are zero, whether random effects are independent, and whether rows (columns) can be added or removed from an unstructured covariance matrix. The likelihood ratio chi-square test indicates that the “no random effects model” 
is rejected. The model with random effects fits your data better than the model without random effects.
When the parameters under the null hypothesis fall on the boundary of the parameter space, the distribution of the likelihood ratio statistic can be a complicated mixture of distributions. In certain situations it is known to be a relatively straightforward mixture of central chi-square distributions. When the GLIMMIX procedure recognizes the model and hypothesis as a case for which the mixture is readily available, the p-value of the likelihood ratio test is determined accordingly as a linear combination of central chi-square probabilities. The Note column in the Likelihood Ratio Tests of Covariance Parameters table, along with the table’s footnotes, informs you about when mixture distributions are used 
in the calculation of p-values.
[bookmark: Demo3_7_pg47]proc print data=predict(obs=20);
   title "EBLUPs and XBETAs from the Keratotomy Study";
run;
    
                      EBLUPs and XBETAs from the Keratotomy Study                         

  Obs    patientid      age      diameter    gender    visit    unstable     eblup      xbeta

    1        1        44.9117       3.0      Male         1         1       0.51185    0.25303
    2        1        44.9117       3.0      Male         4         1       0.77913    0.53263
    3        1        44.9117       3.0      Male        10         1       0.97557    0.92805
    4        2        27.6413       3.5      Female       1         0       0.06249    0.05923
    5        2        27.6413       3.5      Female       4         0       0.18317    0.17480
    6        2        27.6413       3.5      Female      10         1       0.71736    0.70567
    7        3        38.8337       3.5      Male         1         0       0.21388    0.12874
    8        3        38.8337       3.5      Male         4         1       0.47789    0.33205
    9        3        38.8337       3.5      Male        10         1       0.91197    0.84909
   10        4        33.4292       4.0      Female       1         0       0.04265    0.03180
   11        4        33.4292       4.0      Female       4         0       0.13035    0.09951
   12        4        33.4292       4.0      Female      10         1       0.62915    0.55571
   13        5        35.9480       3.0      Male         1         0       0.14358    0.22834
   14        5        35.9480       3.0      Male         4         0       0.36063    0.49888
   15        5        35.9480       3.0      Male        10         1       0.86457    0.91848
   16        6        38.2669       4.0      Female       1         0       0.04456    0.03413
   17        6        38.2669       4.0      Female       4         0       0.13561    0.10624
   18        6        38.2669       4.0      Female      10         1       0.63973    0.57364
   19        7        37.5962       4.0      Female       1         0       0.01679    0.03380
   20        7        37.5962       4.0      Female       4         0       0.05434    0.10529
The output shows the best linear unbiased predictions and the values of the linear predictors for the first twenty observations in the keratotomy study.
Example:	Fit a generalized linear mixed model to the long.keratotomy data set using G-side random effects, the method of adaptive Gauss-Hermite quadrature, and the between-within degrees of freedom adjustment. Specify the intercept as the random effect and visit as a categorical variable. Use the binary distribution and an optimization technique of Newton-Raphson with ridging.
proc glimmix data=long.keratotomy noclprint=5 method=quad;
   class patientid gender visit;
   model unstable(event='1') = age diameter gender visit 
           / solution dist=binary ddfm=bw;
   random intercept / subject = patientid;
   nloptions tech=nrridg;
   title 'Generalized Linear Mixed Model of Radial Keratotomy '
         'Surgery';
run;
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                                       Model Information

                     Data Set                      LONG.KERATOTOMY
                     Response Variable             unstable
                     Response Distribution         Binary
                     Link Function                 Logit
                     Variance Function             Default
                     Variance Matrix Blocked By    patientid
                     Estimation Technique          Maximum Likelihood
                     Likelihood Approximation      Gauss-Hermite Quadrature
                     Degrees of Freedom Method     Between-Within

                                    Class Level Information

                              Class        Levels    Values

                              patientid       362    not printed
                              gender            2    Female Male
                              visit             3    1 4 10

                            Number of Observations Read        1086
                            Number of Observations Used        1046

                                        Response Profile

                              Ordered                        Total
                                Value    unstable        Frequency

                                    1    0                     634
                                    2    1                     412

             The GLIMMIX procedure is modeling the probability that unstable='1'.

                                           Dimensions

                               G-side Cov. Parameters           1
                               Columns in X                     8
                               Columns in Z per Subject         1
                               Subjects (Blocks in V)         356
                               Max Obs per Subject              3

                                   Optimization Information

                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    7
                   Lower Boundaries              1
                   Upper Boundaries              0
                   Fixed Effects                 Not Profiled
                   Starting From                 GLM estimates
                   Quadrature Points             5

[bookmark: Demo3_7_pg49]                                        Iteration History

                                                   Objective                         Max
        Iteration    Restarts    Evaluations        Function          Change    Gradient

                0           0             12    1076.1085758       .            620.4781
                1           0             13    1073.6473396      2.46123623    1313.735
                2           0             10    1052.8574819     20.78985766     284.293
                3           0             10    1045.3465254      7.51095646    77.94131
                4           0             10    1043.4636627      1.88286271    18.14176
                5           0             10     1043.285331      0.17833176    1.996121
                6           0             10    1043.2830093      0.00232169    0.027969
                7           0             10    1043.2830088      0.00000048    0.000026

                         Convergence criterion (GCONV=1E-8) satisfied.

                                         Fit Statistics

                              -2 Log Likelihood            1043.28
                              AIC  (smaller is better)     1057.28
                              AICC (smaller is better)     1057.39
                              BIC  (smaller is better)     1084.41
                              CAIC (smaller is better)     1091.41
                              HQIC (smaller is better)     1068.07
The AIC of 1057.28 is lower than the AIC of the model that treated visit as a continuous variable 
(AIC of 1061.37). Therefore, treating visit as a categorical variable led to a better fitting model.
                          Fit Statistics for Conditional Distribution

                          -2 log L(unstable | r. effects)      735.86
                          Pearson Chi-Square                   686.69
                          Pearson Chi-Square / DF                0.66

                                 Covariance Parameter Estimates

                                                               Standard
                         Cov Parm     Subject      Estimate       Error

                         Intercept    patientid      1.6148      0.4899

                                  Solutions for Fixed Effects

                                                   Standard
       Effect       gender    visit    Estimate       Error       DF    t Value    Pr > |t|

       Intercept                         6.4449      1.1815      352       5.45      <.0001
       age                              0.01587     0.01496      352       1.06      0.2898
       diameter                         -1.4932      0.2827      352      -5.28      <.0001
       gender       Female              -0.6947      0.2226      352      -3.12      0.0019
       gender       Male                      0           .        .        .         .
       visit                   1        -3.5227      0.2924      688     -12.05      <.0001
       visit                   4        -2.8055      0.2572      688     -10.91      <.0001
       visit                  10              0           .        .        .         .
[bookmark: Demo3_7_pg50]                                Type III Tests of Fixed Effects

                                       Num      Den
                         Effect         DF       DF    F Value    Pr > F

                         age             1      352       1.12    0.2898
                         diameter        1      352      27.91    <.0001
                         gender          1      352       9.74    0.0019
                         visit           2      688      79.00    <.0001
The contrasts of visit 1 to 10 and visit 4 to 10 are both highly significant.



Robust standard errors are derived by the sandwich estimator of the covariance matrix of the regression coefficients. In general, the sandwich estimator uses a matrix with the diagonal elements equal to the individual squared residuals to estimate the common variance (the square of any residual is an estimate 
of the variance at that predictor variable value). This works because the average of a lot of poor estimators (individual squared residuals) can be a good estimator of the common variance. In fact, Liang and Zeger (1986) showed that the robust standard errors are robust to departures of the working correlation matrix from the true correlation structure.
In the GLIMMIX procedure robust standard errors can be obtained by using the EMPIRICAL option 
in the PROC GLIMMIX statement. The EMPIRICAL option in models with random effects is valid only when the model is processed by subjects. The robust standard errors computed in PROC GLIMMIX have advantages over the robust standard errors computed in other procedures because the classical sandwich estimator can be biased if the number of subjects (or clusters) is small. However, the EMPIRICAL option in PROC GLIMMIX has some suboptions that produce bias-corrected sandwich estimators.
	The name “sandwich” estimator stems from the layering of the estimator. An empirically based estimate of the inverse variance of the parameter estimates (the “meat”) is wrapped by the model-based variance estimate (the “bread”).
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Example:	Fit a generalized linear mixed model to the long.keratotomy data and specify the likelihood-based sandwich estimators. Specify R-side random effects, a binary distribution, and use the unstructured covariance structure. Use an optimization technique of Newton-Raphson with ridging, and request the covariance matrix diagnostics.
/* long03d03.sas  */
proc glimmix data=long.keratotomy noclprint=5 empirical=mbn;
    class patientid gender;
    model unstable(event='1') = age diameter gender visit 
            / solution dist=binary covb(details); 
    random _residual_ / subject = patientid type=un;
    nloptions tech=nrridg;
    title1 'Generalized Linear Mixed Model of Radial Keratotomy '
           'Surgery';
    title2 "with Sandwich Estimators";
run;
Selected PROC GLIMMIX options:
EMPIRICAL	requests that the covariance matrix of the parameter estimates be computed 
as one of the asymptotically consistent estimators, known as sandwich or empirical estimators.
EMPIRICAL=MBN	requests the new likelihood-based sandwich estimator. The MBN suboptions are a sample size adjustment (the adjustment is applied when the DF suboption is 
in effect. The NODF suboption suppresses this component of the adjustment.), and the tuning parameters r (lower bound of the design parameter) and d (used 
in the computation of Morel’s parameter).
Selected MODEL statement options:
COVB	produces the approximate variance-covariance matrix of the fixed-effects parameter estimates
COVB(DETAILS)	enables you to obtain a table of statistics about the covariance matrix of the fixed effects. If an adjusted estimator is used because of the EMPIRICAL= or DDFM=KENWARDROGER option, the GLIMMIX procedure displays statistics for the adjusted and unadjusted estimators as well as statistics comparing them. This enables you to diagnose, for example, changes in rank (because of an insufficient number of subjects for the empirical estimator) and to assess 
the extent of the covariance adjustment. In addition, the GLIMMIX procedure then displays the unadjusted (model-based) covariance matrix of the fixed-effects parameter estimates.
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                                       Model Information

                   Data Set                       LONG.KERATOTOMY
                   Response Variable              unstable
                   Response Distribution          Binary
                   Link Function                  Logit
                   Variance Function              Default
                   Variance Matrix Blocked By     patientid
                   Estimation Technique           Residual PL
                   Degrees of Freedom Method      Between-Within
                   Fixed Effects SE Adjustment    Sandwich - MBN(df,r=1,d=2)
The design-adjusted MBN estimator applies a bias correction of the classical sandwich estimator that rests on an additive correction of the residual crossproducts and a sample size correction. The three default suboptions are df (sample size adjustment is applied), r=1 and d=2 (tuning parameters for the algorithm). Besides good statistical properties in terms of Type I error rates in small sample size situations, the MBN estimator also has the desirable property of recovering rank when the number of sampling units is small.
The Kenward-Roger degrees of freedom method is not available when you use the EMPIRICAL option.
                                    Class Level Information

                              Class        Levels    Values

                              patientid       362    not printed
                              gender            2    Female Male


                            Number of Observations Read        1086
                            Number of Observations Used        1046


                                        Response Profile

                              Ordered                        Total
                                Value    unstable        Frequency

                                    1    0                     634
                                    2    1                     412

             The GLIMMIX procedure is modeling the probability that unstable='1'.


                                           Dimensions

                               R-side Cov. Parameters           6
                               Columns in X                     6
                               Columns in Z per Subject         0
                               Subjects (Blocks in V)         356
                               Max Obs per Subject              3
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                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    6
                   Lower Boundaries              3
                   Upper Boundaries              0
                   Fixed Effects                 Profiled
                   Starting From                 Data
The optimization information is exactly the same as the information from the model with no EMPIRICAL option with the R-side random effects. The EMPIRICAL option affects the standard errors and therefore the inferences for the fixed effects. The optimization technique and size of the optimization problem should not be affected.
                                        Iteration History

                                                    Objective                         Max
       Iteration    Restarts    Subiterations        Function          Change    Gradient

               0           0                5    4727.8145847      0.48011446     0.00006
               1           0                4    4895.6716029      0.14618701    8.303E-8
               2           0                3    4935.9159763      0.03409445    6.841E-8
               3           0                2    4942.8430009      0.00623447    4.293E-6
               4           0                2    4943.8071483      0.00088555    1.709E-9
               5           0                1    4943.9593606      0.00014143    0.000013
               6           0                1    4943.9812554      0.00002048    2.784E-7
               7           0                1    4943.9846473      0.00000317    6.742E-9
               8           0                1    4943.9851462      0.00000047    1.46E-10
               9           0                1    4943.9852224      0.00000007    3.89E-12
              10           0                0    4943.9852337      0.00000000    3.454E-6

                      Convergence criterion (PCONV=1.11022E-8) satisfied.
The iteration history is also the same as the model with no EMPIRICAL option with the R-side random effects.
                 Model Based Covariance Matrix for Fixed Effects (Unadjusted)

  Effect      gender    Row       Col1       Col2       Col3       Col4       Col5       Col6

  Intercept               1     0.8296   -0.00596    -0.1792   -0.00604              0.001271
  age                     2   -0.00596   0.000149   0.000239   6.265E-6              0.000011
  diameter                3    -0.1792   0.000239    0.05154   -0.00180              -0.00127
  gender      Female      4   -0.00604   6.265E-6   -0.00180    0.03267              -0.00058
  gender      Male        5
  visit                   6   0.001271   0.000011   -0.00127   -0.00058              0.000535
The model-based covariance matrix for the fixed effects shows the variances along the diagonal cells 
and the covariances on the off-diagonal cells. 
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  Effect      gender    Row       Col1       Col2       Col3       Col4       Col5       Col6

  Intercept               1     0.8693   -0.00580    -0.1910    0.01175              0.002261
  age                     2   -0.00580   0.000139   0.000290   -0.00020              2.732E-6
  diameter                3    -0.1910   0.000290    0.05398   -0.00471              -0.00148
  gender      Female      4    0.01175   -0.00020   -0.00471    0.03362              -0.00057
  gender      Male        5
  visit                   6   0.002261   2.732E-6   -0.00148   -0.00057              0.000544
Comparing the unadjusted covariance matrix for the fixed effects with the empirical covariance matrix for fixed effects, it appears the variance estimate for age decreased while the variance estimates for diameter, gender, and visit increased with the adjustment. The model-based covariance matrix estimates are based directly on the assumed covariance structure (in this example, the unstructured covariance structure). The model-based standard errors are better estimates if the assumed model for the covariance structure is correct, but worse if the assumed structure is incorrect. The empirical covariance matrix estimates are robust to the choice of the covariance structure.
                     Diagnostics for Covariance Matrices of Fixed Effects

                                                              Model-
                                                               Based    Adjusted

               Dimensions     Rows                                 6           6
                              Non-zero entries                    25          25

               Summaries      Trace                           0.9145      0.9576
                              Log determinant                 -27.67      -27.72

               Eigenvalues    > 0                                  5           5
                              = 0                                  1           1
                              max abs                          0.869      0.9121
                              min abs non-zero                629E-8       58E-7
                              Condition number                138209      157305

               Norms          Frobenius                       0.8697      0.9128
                              Infinity                        1.0221      1.0801

               Comparisons    Concordance correlation                     0.9921
                              Discrepancy function                        0.0727
                              Frobenius norm of difference                0.0501
                              Trace(Adjusted Inv(MBased))                 5.0203

                   Determinant and inversion results apply to the nonsingular
                             partitions of the covariance matrices.
This table, produced by the COVB(DETAILS) option in the MODEL statement, enables you to diagnose and assess the extent of the covariance adjustment. Typically, the most important information in this table is in the Summaries and Eigenvalues information. The trace is the sum of the diagonal elements. If the adjustment raises the standard errors, then the trace of the adjusted COVB matrix should be larger than the model-based COVB matrix. In this example, the trace of the adjusted COVB is larger than the model-based, which means the adjustment raised the standard errors of the fixed effects. In addition, the number of positive and zero eigenvalues should be the same between the unadjusted and adjusted covariance matrices. 
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                            -2 Res Log Pseudo-Likelihood     4943.99
                            Generalized Chi-Square           1041.00
                            Gener. Chi-Square / DF              1.00
The ratio of the generalized chi-square statistic and its degrees of freedom is the same as the model with no EMPIRICAL option with the R-side random effects.
                                 Covariance Parameter Estimates

                          Cov                                 Standard
                          Parm       Subject      Estimate       Error

                          UN(1,1)    patientid      1.2278     0.09278
                          UN(2,1)    patientid      0.3029     0.05955
                          UN(2,2)    patientid      0.8653     0.06813
                          UN(3,1)    patientid    -0.08470     0.06373
                          UN(3,2)    patientid      0.2806     0.05617
                          UN(3,3)    patientid      1.1019     0.08384
The variance component estimate in the Covariance Parameter Estimates table is exactly the same 
as the result from the model with no EMPIRICAL option with the R-side random effects. Since the EMPIRICAL option affects only the standard error of the fixed effects and therefore the inference for fixed effects (and not the random effects), the covariance parameter estimates should not be affected.
                                  Solutions for Fixed Effects

                                             Standard
          Effect       gender    Estimate       Error       DF    t Value    Pr > |t|

          Intercept                1.9131      0.9324      352       2.05      0.0409
          age                     0.01074     0.01179      352       0.91      0.3633
          diameter                -1.2162      0.2323      352      -5.23      <.0001
          gender       Female     -0.5671      0.1834      352      -3.09      0.0021
          gender       Male             0           .        .        .         .
          visit                    0.3372     0.02332      352      14.46      <.0001

                                Type III Tests of Fixed Effects

                                      Num      Den
                        Effect         DF       DF    F Value    Pr > F

                        age             1      352       0.83    0.3633
                        diameter        1      352      27.40    <.0001
                        gender          1      352       9.57    0.0021
                        visit           1      352     209.08    <.0001
The Type III Tests of Fixed Effects are computed based on the empirical estimates. The results are similar, but not identical to the results from the model with no EMPIRICAL option with the R-side random effects.
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A longitudinal study was undertaken to assess the health effects of air pollution on children. The data contain repeated binary measures of wheezing status for each of 537 children from Steubenville, Ohio. The measurements were taken at age 7, 8, 9, and 10 years. The smoking status of the mother 
at the first year of the study was also recorded. The data are stored in a SAS data set called long.wheeze.
These are the variables in the data set:
case	patient identification number
wheeze	wheezing status of child (1=yes, 0=no)
age	age of child when measurement was taken (in years)
smoker	smoking status of mother (Yes versus No).
	The data were obtained with permission from the OZDATA website. This website is a collection of data sets and is maintained in Australia.
Generating Empirical Logit Plots
a.    Generate a line listing of the wheezing data (first 20 observations) and logit plots of age.
1)    Are the data in the proper order?
2)    Describe the logit plot for age.
Fitting Generalized Linear Mixed Models
b.    Fit a generalized linear mixed model to the long.wheeze data set using G-side random effects, the method of adaptive Gauss-Hermite quadrature, and the between-within degrees of freedom adjustment. Specify wheeze as the response variable and smoker, age, and age*age as the predictor variables. Model the probability that wheeze is equal to 1 with the EVENT= option. Also, request that the solution for the fixed-effects parameters be produced. Specify the optimization technique of Newton-Raphson with ridging, and compute the odds ratio for smoker (No as the reference value) and for a one-year decrease in age (10 as the reference value). Create an odds ratio plot and display the statistics and use the COVTEST statement to test whether the G matrix can be reduced to a zero matrix.
1)    Interpret the odds ratio for age. Would the odds ratio change for a two-year decrease in age?
2)    Interpret the Tests of Covariance Parameters table. Does the model with the random effects fit the data better than the model without random effects?
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In some situations with a continuous outcome, there is a restricted range of values because 
of the limitations of the measuring techniques. This is a common feature in bioassay analyses. With restricted ranges, there is usually a lower limit of quantification (LOQ) and an upper limit of quantification. For example, suppose that the response variable had a lower LOQ of 300 and the upper LOQ of 900 because of the limitations of the measuring device. Analyzing the response variable 
as continuous might not be optimal given the truncated nature of the distribution. An alternative way 
to analyze a continuous variable with a restricted range is to create ordered categories and fit an ordinal logistic regression model.

In ordinal logistic regression, the logit is now a cumulative logit. If k is the number of categories for 
the outcome variable, then the number of cumulative logits is k-1. The GLIMMIX procedure models the probabilities of levels of the response variable having lower ordered values in the Response Profile table. 

PROC GLIMMIX estimates a separate intercept for each cumulative logit. However, PROC GLIMMIX does not estimate a separate slope for each cumulative logit, but rather a common slope across the cumulative logits for each predictor variable. This common slope is a weighted average across the logits. Therefore, a parallel-lines regression model is fitted in which each curve that describes the cumulative probabilities has the same shape. The only difference in the curves is the difference between the values 
of the intercept parameters. This model is called a proportional odds model. 

The common effect of the predictor variable for different cumulative logits in the proportional odds model can be motivated by assuming that a regression model holds when the response is measured more finely (Anderson and Phillips 1981). For example, suppose there is an underlying continuous response variable with ordered categories that is produced via cutoff points. The relationship between the predictor variable and the outcome should not depend on the cutoff points. In other words, the effect parameters are invariant to the choice of categories for the outcome variable. Only the intercept is affected by the cutoff points.
Because there is a common slope for each predictor variable, the odds ratio is constant for all the categories. The odds ratios can be interpreted as the effect of the predictor variable on the odds of being 
in a lower rather than in a higher category, regardless of what cumulative logit you are examining 
(the odds are cumulative odds). If you use the DESCENDING option in the MODEL statement, the odds ratio is the effect of the predictor variable on the odds of being in a higher rather than a lower category.
The proportional odds model is also invariant to the choice of the outcome categories. There is some loss of efficiency when you collapse the ordinal categories, but when the observations are evenly spread among the categories the efficiency loss is minor. However, the efficiency loss is large when you collapse the ordinal categories to a binary response (Agresti 1996). Allison (1999) recommends that you need 
at least 10 observations for each category of the response variable. As the number of categories increases, ordinary least squares might be appropriate. However, Hastie et al. (1989) showed that ordinary least squares methods could give misleading results with up to 13 categories of the response variable.
The proportional odds model also makes no assumptions about the distances between the categories. Therefore, how you code the ordinal outcome variable has no effect on the odds ratios.


Example:	The human immune deficiency virus (HIV) causes AIDS by attacking an immune cell called the CD4+ cell, which facilitates the body’s ability to fight infection. An uninfected person has approximately 1100 cells per milliliter of blood. Because CD4+ cells decrease in number from the time of infection, a person’s CD4+ cell count can be used to monitor disease progression. A subset of the Multicenter AIDS Cohort Study (Kaslow et al. 1987) was obtained for 369 infected men to examine CD4+ cell counts over time. The data is stored in a SAS data set called long.cd4cat.
The variables in the data set are
cd4cat	CD4+ cell count category (1=0-300, 2=301-600, 3=601-900, 4=901+)
time	time in years since seroconversion (time when HIV becomes detectable).
age	in years relative to arbitrary origin.
cigarettes	packs of cigarettes smoked per day.
drug	recreational drug use (1=yes, 0=no).
partners	number of partners relative to arbitrary origin.
depression	CES-D (a depression scale).
id	subject identification number.
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Example:	Fit an ordinal logistic model to the CD4+ cell count data in long.cd4cat. Specify a random intercept and time with an unstructured covariance structure. Specify the ODDSRATIO option in the MODEL statement and create customized odds ratios specifying a reference value of 0 for time, cigarettes, drug, partners, and depression. Use Newton-Raphson with ridging, create an odds ratio plot displaying the statistics, and test whether the G-side random effects are significant.
/* long03d04.sas */
proc glimmix data=long.cd4cat method=laplace plots=oddsratio(stats);
   model cd4cat = time age cigarettes drug partners depression
                  time*age time*depression
                  time*partners time*drug time*cigarettes time*time
                  time*time*time
                 / dist=multinomial link=cumlogit solution ddfm=bw
                   or(at time cigarettes drug partners depression = 
                   0 0 0 0 0);
   random intercept time / subject=id type=un;
   nloptions tech=nrridg;
   covtest "H0: No random effects" zerog;
   title 'Ordinal Model of Aids Data';
run;
Selected MODEL statement option:
LINK=	specifies the link function in the generalized linear mixed model.
DDFM 	The BW|BETWITHIN option divides the residual degrees of freedom into between-subject and within-subject portions. It then determines whether a fixed effect changes within any subject. If so, it assigns within-subject degrees of freedom to the effect. Otherwise, it assigns the between-subject degrees of freedom to the effect. If the analysis is not processed by subjects, the DDFM=BW option has no effect. 
One exception to the preceding method is the case where you model only R-side covariation with an unstructured covariance matrix (TYPE=UN). However, only G-side effects can be modeled with the multinomial distribution. The cumulative logit link function is appropriate only for multinomial distributions.
                                    Ordinal Model of Aids Data    

                                      The GLIMMIX Procedure

                                        Model Information

                       Data Set                      LONG.CD4CAT
                       Response Variable             cd4cat
                       Response Distribution         Multinomial (ordered)
                       Link Function                 Cumulative Logit
                       Variance Function             Default
                       Variance Matrix Blocked By    id
[bookmark: Demo3_9_pg65]                       Estimation Technique          Maximum Likelihood
                       Likelihood Approximation      Laplace
                       Degrees of Freedom Method     Between-Within


                             Number of Observations Read        2376
                             Number of Observations Used        2376    
The Kenward Roger degrees of freedom adjustment is not available for either of the maximum likelihood estimation techniques.
                                         Response Profile

                               Ordered                        Total
                                 Value    cd4cat          Frequency

                                     1    1                     182
                                     2    2                     741
                                     3    3                     736
                                     4    4                     717

                 The GLIMMIX procedure is modeling the probabilities of levels of
                 cd4cat having lower Ordered Values in the Response Profile table.
You can reverse the order of the response categories with the DESC option in the MODEL statement.
                                              Dimensions

                                G-side Cov. Parameters           3
                                Columns in X                    16
                                Columns in Z per Subject         2
                                Subjects (Blocks in V)         369
                                Max Obs per Subject             12

                                    Optimization Information

                    Optimization Technique        Newton-Raphson with Ridging
                    Parameters in Optimization    19
                    Lower Boundaries              2
                    Upper Boundaries              0
                    Fixed Effects                 Not Profiled
                    Starting From                 GLM estimates 

                                         Iteration History

                                                    Objective                         Max
         Iteration    Restarts    Evaluations        Function          Change    Gradient

                 0           0             24    4919.4503999       .            2955.587
                 1           0             22    4652.6684639    266.78193594    525.7503
                 2           0             22    4600.9405459     51.72791798    115.8175
                 3           0             22    4595.4042136      5.53633239    13.98589
                 4           0             22    4595.0664823      0.33773125    2.063348
                 5           0             22    4595.0623412      0.00414105    0.051142
                 6           0             22    4595.0623404      0.00000090    0.000035

                          Convergence criterion (GCONV=1E-8) satisfied.
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                                          Fit Statistics

                               -2 Log Likelihood            4595.06
                               AIC  (smaller is better)     4633.06
                               AICC (smaller is better)     4633.38
                               BIC  (smaller is better)     4707.37
                               CAIC (smaller is better)     4726.37
                               HQIC (smaller is better)     4662.58

                                 Fit Statistics for Conditional
                                          Distribution

                            -2 log L(cd4cat | r. effects)     3296.75          
Fit Statistics are presented because the true likelihood, as opposed to pseudo likelihood, is computed. The fit statistics for conditional distribution is not useful in the comparison of marginal models with different fixed effects.
                                  Covariance Parameter Estimates

                            Cov                               Standard
                            Parm       Subject    Estimate       Error

                            UN(1,1)    id           2.9023      0.3755
                            UN(2,1)    id           0.3939      0.1122
                            UN(2,2)    id           0.4361     0.08270
The estimated variance of the subject-specific intercepts is 2.9023, while the estimated variance 
of the subject-specific slopes for time is 0.4361.
                                   Solutions for Fixed Effects

                                                 Standard
        Effect             cd4cat    Estimate       Error       DF    t Value    Pr > |t|

        Intercept          1          -5.3113      0.2643      365     -20.09      <.0001
        Intercept          2          -1.0839      0.1990      365      -5.45      <.0001
        Intercept          3           1.5393      0.1981      365       7.77      <.0001
        time                           1.0521      0.1018     1995      10.34      <.0001
        age                          -0.00793     0.01436      365      -0.55      0.5812
        cigarettes                    -0.3486     0.06064     1995      -5.75      <.0001
        drug                          -0.4616      0.1757     1995      -2.63      0.0087
        partners                     -0.02847     0.02012     1995      -1.42      0.1572
        depression                    0.02362    0.007548     1995       3.13      0.0018
        time*age                     0.009228    0.006691     1995       1.38      0.1680
        time*depression              0.001744    0.003733     1995       0.47      0.6405
        time*partners                -0.00344     0.01056     1995      -0.33      0.7445
        time*drug                    -0.04463     0.08600     1995      -0.52      0.6039
        time*cigarettes               0.06200     0.03060     1995       2.03      0.0429
        time*time                      0.1680     0.02568     1995       6.54      <.0001
        time*time*time               -0.04387    0.006282     1995      -6.98      <.0001
Notice that there are three intercepts for the model corresponding to the three cumulative logits. The first one compares the log of the probability of CD4+ counts 300 or less to the probability of CD4+ cell counts of 301 or higher. The second one compares the log of the probability of CD4+ counts 600 or less to the probability of CD4+ cell counts of 601 or higher. Finally, the third one compares the log of the probability of CD4+ counts of 900 or less to the probability of CD4+ cell counts of 901 or higher.
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                                       Odds Ratio Estimates

    time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes   _drug

       1   2.636           0       0         0           0       0   2.636            0       0
       0   3.636           0       0         0           0       0   2.636            0       0
       0   2.636           1       0         0           0       0   2.636            0       0
       0   2.636           0       1         0           0       0   2.636            0       0
       0   2.636           0       0         1           0       0   2.636            0       0
       0   2.636           0       0         0           1       0   2.636            0       0
                                       
   time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes  _partners

      1   2.636           0       0         0           0       0   2.636            0          0
      0   3.636           0       0         0           0       0   2.636            0          0
      0   2.636           1       0         0           0       0   2.636            0          0
      0   2.636           0       1         0           0       0   2.636            0          0
      0   2.636           0       0         1           0       0   2.636            0          0
      0   2.636           0       0         0           1       0   2.636            0          0

 time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes  _depression

    1   2.636           0       0         0           0       0   2.636            0            0
    0   3.636           0       0         0           0       0   2.636            0            0
    0   2.636           1       0         0           0       0   2.636            0            0
    0   2.636           0       1         0           0       0   2.636            0            0
    0   2.636           0       0         1           0       0   2.636            0            0
    0   2.636           0       0         0           1       0   2.636            0            0

   time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes  Estimate

      1   2.636           0       0         0           0       0   2.636            0     3.322
      0   3.636           0       0         0           0       0   2.636            0     0.992
      0   2.636           1       0         0           0       0   2.636            0     0.706
      0   2.636           0       1         0           0       0   2.636            0     0.630
      0   2.636           0       0         1           0       0   2.636            0     0.972
      0   2.636           0       0         0           1       0   2.636            0     1.024

     time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes     DF

        1   2.636           0       0         0           0       0   2.636            0   1995
        0   3.636           0       0         0           0       0   2.636            0    365
        0   2.636           1       0         0           0       0   2.636            0   1995
        0   2.636           0       1         0           0       0   2.636            0   1995
        0   2.636           0       0         1           0       0   2.636            0   1995
        0   2.636           0       0         0           1       0   2.636            0   1995
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                                                                                       Confidence
   time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes   Limits

      1   2.636           0       0         0           0       0   2.636            0     2.710
      0   3.636           0       0         0           0       0   2.636            0     0.964
      0   2.636           1       0         0           0       0   2.636            0     0.627
      0   2.636           0       1         0           0       0   2.636            0     0.447
      0   2.636           0       0         1           0       0   2.636            0     0.934
      0   2.636           0       0         0           1       0   2.636            0     1.009

                                                                                           95%
                                                                                       Confidence
   time     age  cigarettes    drug  partners  depression   _time    _age  _cigarettes   Limits

      1   2.636           0       0         0           0       0   2.636            0     4.071
      0   3.636           0       0         0           0       0   2.636            0     1.021
      0   2.636           1       0         0           0       0   2.636            0     0.795
      0   2.636           0       1         0           0       0   2.636            0     0.890
      0   2.636           0       0         1           0       0   2.636            0     1.011
      0   2.636           0       0         0           1       0   2.636            0     1.039

Effects of continuous variables are assessed as units offsets from
the reference value. The UNIT suboption modifies the offsets.
The Odds Ratio Estimates table shows that the odds ratio for a one-unit increase in time is 3.322 with 
a 95% confidence interval of 2.710 to 4.071. Note that the odds ratio takes into account the higher-order terms that involve time. The odds ratio for a one-unit increase in age (3.636 in the numerator and 2.636 
in the denominator) is 0.992. The odds ratio for a one-unit increase in cigarettes is 0.706 and for 
a one-unit increase in drug is 0.630. The odds ratio for a one-unit increase in partners is 0.972 and for 
a one-unit increase in depression is 1.024. These are usually easier to read from the odds ratio plot.
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The odds ratio plot displays the odds ratios along with the confidence limits.
                                 Type III Tests of Fixed Effects

                                          Num      Den
                      Effect               DF       DF    F Value    Pr > F

                      time                  1     1995     106.84    <.0001
                      age                   1      365       0.30    0.5812
                      cigarettes            1     1995      33.05    <.0001
                      drug                  1     1995       6.90    0.0087
                      partners              1     1995       2.00    0.1572
                      depression            1     1995       9.79    0.0018
                      time*age              1     1995       1.90    0.1680
                      time*depression       1     1995       0.22    0.6405
                      time*partners         1     1995       0.11    0.7445
                      time*drug             1     1995       0.27    0.6039
                      time*cigarettes       1     1995       4.10    0.0429
                      time*time             1     1995      42.79    <.0001
                      time*time*time        1     1995      48.77    <.0001
The results show the cubic and quadratic effects of time, the time by cigarettes interaction, cigarettes, drug, and depression are significant at the 0.05 significance level.
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                                     Based on the Likelihood

          Label                      DF    -2 Log Like      ChiSq    Pr > ChiSq    Note

          H0: No random effects       3        5406.08     811.02        <.0001    --

                           --: Standard test with unadjusted p-values.
The likelihood ratio chi-square test indicates that the no random effects model is rejected. The model with random effects fits your data better than the model without random effects.
	The note in the table indicates that this test of covariance parameters based on the likelihood 
is a standard test with unadjusted p-values.



PROC GLIMMIX has the functionality to include spline functions in the model. A spline function 
is a piecewise polynomial function where the individual polynomials have the same degree and connect smoothly at join points whose abscissa values, referred to as knots, are pre-specified. You can use spline functions to fit curves to a wide variety of data.

The name “truncated power function” is derived from the fact that these functions are shifted power functions that are truncated to zero to the left of the knot. These functions are piecewise polynomial functions whose function values and derivatives of all orders up to d-1are zero at the defining knot (ki). Hence, these functions are splines of degree d. The final model consists of d+1 polynomial terms 
and the truncated power functions.

The main advantage of the truncated power function basis is the simplicity of its construction and the ease of interpreting the parameters in a model that corresponds to these basis functions.

A spline of degree 0 is a step function with steps located at the knots (k1, k2, and k3). A spline of degree 1 is a piecewise linear function where the lines connect at the knots. A spline of degree 2 is a piecewise quadratic curve whose values and slopes coincide at the knots. A spline of degree 3 is a piecewise cubic curve whose values, slopes, and curvature coincide at the knots. Visually, a cubic spline is a smooth curve, and it is the most commonly used spline when a smooth fit is desired. When no knots are used, splines of degree d are simply polynomials of degree d.

The EFFECT statement enables you to construct special collections of columns for  or matrices 
in your model. These collections are referred to as constructed effects to distinguish them from the usual model effects formed from continuous or classification variables. 
In the EFFECT statement, the name of the effect is specified after the EFFECT keyword. This name can appear in only one EFFECT statement and cannot be the name of a variable in the input data set. 
The effect type is specified after an equal sign, followed by a list of variables used in constructing 
the effect within parentheses. Effect-type specific options can be specified after a slash (/) following 
the variable list.
The following effect-types are available in the EFFECT statement:
COLLECTION 	is a collection effect defining one or more variables as a single effect with multiple degrees of freedom. The variables in a collection are considered 
as a unit for estimation and inference.
MULTIMEMBER|MM	is a multimember classification effect whose levels are determined by one 
or more variables that appear in a CLASS statement.
POLYNOMIAL|POLY	is a multivariate polynomial effect in the specified numeric variables.
SPLINE 	is a regression spline effect whose columns are univariate spline expansions 
of one or more variables. A spline expansion replaces the original variable with an expanded or larger set of new variables.

A constructed effect is assigned through the EFFECT statement. In the slide above, the EFFECT statement defines a constructed effect named spl. The columns of spl are formed from the data set variable x as a cubic B-spline basis with three equally spaced interior knots (which is the default).
Each constructed effect corresponds to a collection of columns that are referred to by using the name that you supply. You can specify multiple EFFECT statements, and all EFFECT statements must precede 
the MODEL statement.
	For more information about the B-spline basis, see the PROC GLIMMIX documentation.

There are many spline options in the EFFECT statement to give you control over the basis function 
(B spline (the default) or the truncated power function), the degree of the spline function (default is 3), 
the placement of the knots (default is EQUAL), and the number of knots (default is 3).
One of the advantages of using the constructed spline effects in the model is that you are able to model some terms through a spline function, which is typically provided in nonparametric regression procedures, while performing some tasks that are available only to parametric models, such as having 
a mathematical form of the fitted model, performing comparisons involving the spline terms, and so on.
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Example:	Fit an ordinal logistic model to the CD4+ cell count data in long.cd4cat. Specify a random intercept and time with an unstructured covariance structure. Create a constructed spline effect of time specifying a truncated power function basis for the spline expansion excluding the intercept column. Specify that the internal knots be placed at 4 equally spaced percentiles of time and specify the degree of the spline transformation to be 2. Use Newton-Raphson with ridging, the Laplace likelihood approximation, and the between-within degrees of freedom adjustment.
/* long03d05.sas  */
proc glimmix data=long.cd4cat method=laplace;
   effect spl = spline(time / details basis=tpf(noint) 
          knotmethod=percentiles(4) degree=2);
   model cd4cat = spl age cigarettes drug partners depression
                  time*age time*depression
                  time*partners time*drug time*cigarettes 
                 / dist=multinomial link=cumlogit solution ddfm=bw;
   random intercept time / subject=id type=un;
   nloptions tech=nrridg;
   title 'Ordinal Model of Aids Data with a Spline for Time';
run;
Selected EFFECT statement options:
DETAILS	requests tables that show the knot locations and the knots associated with each spline basis function.
BASIS=TPF	specifies a truncated power function basis for the spline expansion. For splines 
of degree d defined with n knots for a variable X, this basis consists of an intercept, polynomials X, X2,X3,…,Xd and one truncated power function for each of the n knots. The option NOINT excludes the intercept column.
KNOTMETHOD=	specifies how to construct the knots for spline effects. The PERCENTILES(4) method requests that internal knots be placed at 4 equally spaced percentiles 
of the variable or variables named in the EFFECT statement.
DEGREE=	specifies the degree of the spline transformation. The degree must be a nonnegative integer. The degree is typically a small integer, such as 0, 1, 2, or 3. The default is DEGREE=3.
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                                       Model Information

                      Data Set                      LONG.CD4CAT
                      Response Variable             cd4cat
                      Response Distribution         Multinomial (ordered)
                      Link Function                 Cumulative Logit
                      Variance Function             Default
                      Variance Matrix Blocked By    id
                      Estimation Technique          Maximum Likelihood
                      Likelihood Approximation      Laplace
                      Degrees of Freedom Method     Between-Within

                                  Knots for Spline Effect spl

                                        Knot
                                      Number           time

                                           1       -0.75839
                                           2        0.24914
                                           3        1.22656
                                           4        2.55715
The four knot values are shown, which are placed at 4 equally spaced percentiles of the variable time. 
In most situations, there is no subject matter knowledge on where to place the knots. However, where 
the knots are placed is usually not that important to the model fit. The number of knots is usually more important. One criterion to use in deciding the number of knots is the use of the AIC goodness-of-fit statistic.
                              Basis Details for Spline Effect spl

                                Column       Power     Break Knot

                                     1           1
                                     2           2
                                     3           2       -0.75839
                                     4           2        0.24914
                                     5           2        1.22656
                                     6           2        2.55715
The model has six terms for the spline: a linear term, a quadratic term, and 4 truncated power basis functions placed at the knot values.
                            Number of Observations Read        2376
                            Number of Observations Used        2376

                                        Response Profile

                              Ordered                        Total
                                Value    cd4cat          Frequency

                                    1    1                     182
                                    2    2                     741
                                    3    3                     736
                                    4    4                     717

[bookmark: Demo3_10_pg78]                The GLIMMIX procedure is modeling the probabilities of levels of
                cd4cat having lower Ordered Values in the Response Profile table.

                                           Dimensions

                               G-side Cov. Parameters           3
                               Columns in X                    19
                               Columns in Z per Subject         2
                               Subjects (Blocks in V)         369
                               Max Obs per Subject             12
The constructed spline effect increased the number of columns in X compared to the last ordinal model.
                                   Optimization Information

                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    22
                   Lower Boundaries              2
                   Upper Boundaries              0
                   Fixed Effects                 Not Profiled
                   Starting From                 GLM estimates

                                        Iteration History

                                                   Objective                         Max
        Iteration    Restarts    Evaluations        Function          Change    Gradient

                0           0             27    4879.3288001       .            868.2086
                1           0             25    4600.9423456    278.38645445    202.6837
                2           0             25    4547.0162638     53.92608183    49.48996
                3           0             25    4541.7053663      5.31089750     11.9951
                4           0             25    4541.4282046      0.27716173    1.293518
                5           0             25    4541.4254663      0.00273824    0.015775
                6           0             25     4541.425466      0.00000038    8.462E-6

                         Convergence criterion (GCONV=1E-8) satisfied.

                                         Fit Statistics

                              -2 Log Likelihood            4541.43
                              AIC  (smaller is better)     4585.43
                              AICC (smaller is better)     4585.86
                              BIC  (smaller is better)     4671.46
                              CAIC (smaller is better)     4693.46
                              HQIC (smaller is better)     4619.60
The AIC is much lower compared to the last ordinal model (4585.43 versus 4633.06). 
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                                         Distribution

                           -2 log L(cd4cat | r. effects)     3224.82

                                 Covariance Parameter Estimates

                           Cov                               Standard
                           Parm       Subject    Estimate       Error

                           UN(1,1)    id           3.1126      0.3989
                           UN(2,1)    id           0.3712      0.1159
                           UN(2,2)    id           0.4383     0.08264
The estimated variances and covariances of the random effects are similar but not identical to the last ordinal model.
                                  Solutions for Fixed Effects

                                                    Standard
    Effect             cd4cat    spl    Estimate       Error       DF    t Value    Pr > |t|

    Intercept          1                 -6.5264      0.4142      365     -15.76      <.0001
    Intercept          2                 -2.2980      0.3678      365      -6.25      <.0001
    Intercept          3                  0.4161      0.3591      365       1.16      0.2472
    spl                          1      -0.06992      0.5300     1517      -0.13      0.8951
    spl                          2       0.04774      0.1747     1517       0.27      0.7847
    spl                          3        1.4939      0.4023     1517       3.71      0.0002
    spl                          4       -2.8854      0.4828     1517      -5.98      <.0001
    spl                          5        1.5830      0.3961     1517       4.00      <.0001
    spl                          6       -0.3349      0.2632     1517      -1.27      0.2033
    age                                 -0.00936     0.01480      365      -0.63      0.5276
    cigarettes                           -0.3494     0.06208     1992      -5.63      <.0001
    drug                                 -0.4935      0.1790     1992      -2.76      0.0059
    partners                            -0.01078     0.02055     1992      -0.52      0.6000
    depression                           0.02290    0.007709     1992       2.97      0.0030
    age*time                             0.01016    0.006723     1992       1.51      0.1308
    depression*time                     0.001313    0.003767     1992       0.35      0.7275
    partners*time                       -0.01174     0.01068     1992      -1.10      0.2718
    drug*time                           -0.05325     0.08663     1992      -0.61      0.5389
    cigarettes*time                      0.06077     0.03085     1992       1.97      0.0490
Notice there are six spline parameters in the model. They correspond to the linear term for time, the quadratic term for time, and the four truncated power basis functions for time.
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                                         Num      Den
                     Effect               DF       DF    F Value    Pr > F

                     spl                   6     1517      29.67    <.0001
                     age                   1      365       0.40    0.5276
                     cigarettes            1     1992      31.68    <.0001
                     drug                  1     1992       7.60    0.0059
                     partners              1     1992       0.28    0.6000
                     depression            1     1992       8.82    0.0030
                     age*time              1     1992       2.29    0.1308
                     depression*time       1     1992       0.12    0.7275
                     partners*time         1     1992       1.21    0.2718
                     drug*time             1     1992       0.38    0.5389
                     cigarettes*time       1     1992       3.88    0.0490
The constructed spline effect is highly significant.
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Fitting Generalized Linear Mixed Models with Splines
c.    Fit a generalized linear mixed model to the long.wheeze data set but create a spline for age. Specify a truncated power function basis for the spline expansion and use the NOPOWERS option to exclude the intercept and polynomial columns. Use the knot method of list and list 
the knot values as 8 and 9, specify a degree of spline expansion of 3, and request a table that shows the knot locations and the knots associated with each spline basis function. Use R-side random effects with an unstructured covariance structure and use an optimization technique 
of Newton-Raphson with ridging.
1)    Interpret the spline coefficients for age.
2)    Why are AIC and BIC model fit statistics not produced?

[bookmark: Section_3PT3]

[bookmark: _Toc198629192][bookmark: _Toc217283862][bookmark: _Toc217284846][bookmark: _Toc217286591][bookmark: _Toc217354150][bookmark: _Toc229534979][bookmark: _Toc314761144][bookmark: _Toc314818519][bookmark: _Toc314818562][bookmark: _Toc333234773][bookmark: _Toc335062578][bookmark: _Toc335118280][bookmark: _Toc335649027][bookmark: _Toc336260923][bookmark: _Toc336330856][bookmark: _Toc394910561][bookmark: _Toc423007500][bookmark: _Toc425959128][bookmark: _Toc448481264][bookmark: _Toc473615936][bookmark: _Toc474410219][bookmark: _Toc477848337][bookmark: _Toc478562048]GEE Regression Models


Generalized estimating equations (GEE) were developed to accommodate correlated observations within subjects. An estimating equation is simply the equation that you solve to calculate the parameter estimates. The extra term generalized distinguishes the GEE as the estimating equations that accommodate the correlation structure of the repeated measurements. 
GEE are marginal models where the marginal expectation (average response for observations sharing the same covariates) is modeled as a function of the predictor variables. The parameters in marginal models can be interpreted as the influence of the covariates on the population-averaged response. These models are appropriate when the scientific objectives are to characterize and contrast populations of subjects.
A useful feature of the GEE is that the parameter estimates along with the covariance matrix are consistently estimated (the standard errors are consistent estimates of the true standard errors) even 
if the correlation structure within subject is not known. Therefore, the variances along with the inferences regarding the parameter estimates are asymptotically correct (Zeger and Liang 1986).

Provided that the mean model is correctly specified and the measurements between subjects are independent, robust standard errors ensure consistent inferences from a GEE regression model. This 
is true even if the chosen correlation structure is incorrect or if the strength of the correlation between measurements varies from subject to subject. Although model-based standard errors are also produced, they are consistent only if the specified correlation structure is correct. Consequently, the robust standard errors (which are usually larger) are usually preferred especially when the number of subjects is large. The desired number of subjects depends on the number of predictor variables in the model. If you have less than 5 predictor variables, approximately 25 subjects might be enough to use the robust standard errors. If you have 5 to 12 predictor variables, you would need at least 100 subjects. If you want 
to be reasonably confident, then you would need around 200 subjects (Stokes, Davis, Koch 2000). However, when the number of subjects is very small (less than 20), the model-based standard errors might have better properties even if the specified correlation structure is wrong (Prentice 1988). This is because the robust standard errors are asymptotically unbiased, but could be highly biased when the number 
of subjects is small.
Robust standard errors are derived by the sandwich estimator of the covariance matrix of the regression coefficients. In general, the sandwich estimator uses a matrix with the diagonal elements equal to the individual squared residuals to estimate the common variance (the square of any residual is an estimate 
of the variance at that predictor variable value). This works because the average of a lot of poor estimators (individual squared residuals) can be a good estimator of the common variance. In fact, 
Liang and Zeger (1986) showed that the robust standard errors are robust to departures of the working correlation matrix from the true correlation structure.

In GEE regression models, the number of observations is not the number of subjects but rather 
the number of measurements taken on all the subjects (similar to the layout for PROC MIXED). 
The variance-covariance matrix is now a block-diagonal matrix in which the observations within each block (the block corresponds to a subject) are assumed to be correlated and the observations outside 
of the blocks are assumed to be independent. In other words, the subjects are still assumed to be independent of each other and the measurements within each subject are assumed to be correlated.

Generalized linear models use the likelihood function in statistical inference. However, the distribution 
of the response variable must be specified. For repeated measures that are discrete outcomes, it might 
be difficult to specify the appropriate theoretical probability distribution. Whereas generalized linear mixed models use pseudo-likelihood or maximum likelihood methods of estimation, GEE regression models use the quasi-likelihood method of estimation. This estimation method requires only that you specify the relationships between the response mean and covariates and between the response mean 
and variance. Quasi-likelihood estimation has many of the advantages of maximum likelihood estimation without requiring full distributional assumptions. This is why the GEE approach is applicable to several types of response variables (Zeger and Liang 1986).

The QIC statistic, which is based on the quasi-likelihood, is computed and can be used for model assessment for GEE models. The QIC statistic was developed by Pan (2001) as a modification of the AIC statistic. PROC GENMOD also computes an approximation to QIC defined by Pan (2001) called QICu. QIC is appropriate for selecting regression models and working correlations, whereas QICu is appropriate only for selecting regression models.

The process of fitting a GEE model can be summarized in a series of steps. First, a regression model 
is fitted, which assumes independence and the Pearson standardized residuals are computed. These residuals are then used to estimate the parameters of the correlation matrix, which characterizes 
the correlation of the observations within subject. The correlation parameters are then incorporated into the GEE estimating equations, which generates new values for the regression coefficients and new Pearson residuals. These residuals are then used to re-estimate the correlation parameters. The cyclical process continues until the parameter estimates stabilize and model convergence is achieved.


PROC GENMOD can be used to fit GEE models to longitudinal data. The layout of the data is similar 
to PROC MIXED where the number of observations is equal to the number of measurements taken 
on all the subjects. The variance-covariance matrix is a block diagonal matrix in which the observations within each block are assumed to be correlated and the observations outside of the blocks are assumed 
to be independent. 
Selected GENMOD procedure statements:
CLASS	specifies the classification variables to be used in the analysis. If the CLASS statement is used, it must appear before the MODEL statement.
MODEL	specifies the response variable and the predictor variables. You can specify the response in the form of a single variable or in the form of a ratio of two variables called events/trials. This form is applicable only to summarized binomial response data.
REPEATED	invokes the GEE method, specifies the correlation structure, and controls the displayed output from the longitudinal model. 
ESTIMATE	provides a means for obtaining a test for a specified hypothesis concerning the model parameters. It can also be used to produce the odds ratio estimate along with the 95% confidence limits. 
ASSESS	computes and plots, using ODS Graphics, model-checking statistics based on aggregates of residuals.
OUTPUT	creates a new SAS data set that contains all the variables in the input data set and, optionally, the estimated linear predictors and their standard error estimates, the weights for the Hessian matrix, predicted values of the mean, confidence limits for predicted values, and residuals. 
Selected CLASS statement options:  
PARAM=	specifies the parameterization method for the classification variable or variables. Design matrix columns are created from CLASS variables according to the following coding schemes:
	EFFECT	species effect coding.
	GLM	specifies less than full rank, reference-cell coding. This coding is the default.
	ORDINAL	specifies the cumulative parameterization for an ordinal CLASS variable.
	POLY	specifies polynomial coding.
	REF	specifies reference cell coding.
	ORTHEFFECT	orthogonalizes PARAM=EFFECT.
	ORTHORDINAL	orthogonalizes PARAM=ORDINAL.
	ORTHPOLY	orthogonalizes PARAM=POLY.
	ORTHREF	orthogonalizes PARAM=REF.
REF=	specifies the reference cell for PARAM=EFFECT, PARAM=REF, and their orthogonalizations.
Selected REPEATED statement options:
SUBJECT=	identifies subjects in the input data set. This is a required option and the variables used 
in defining the subjects must be listed in the CLASS statement. The input data set does not need to be sorted by subject.  
TYPE=	specifies the structure of the working correlation matrix used to model the correlation 
of responses from subjects. The default working correlation type is the independent correlation structure.

The robust standard errors computed in PROC GLIMMIX have advantages over the robust standard errors computed in PROC GENMOD because the classical sandwich estimator, as implemented in GEEs in PROC GENMOD, tends to underestimate the variance of the fixed effects, particularly if the number 
of subjects (or clusters) is small. 
The subtle difference between the GEE-like estimates in PROC GLIMMIX and the GEE estimates 
in PROC GENMOD is that the parameter estimates are obtained using the moment-based method 
in PROC GENMOD, whereas the parameter estimates are obtained using the pseudo-likelihood method in PROC GLIMMIX. Both approaches (PROC GENMOD and the EMPIRICAL option in PROC GLIMMIX) assume that the missing data is missing completely at random (MCAR).

To obtain the odds ratio (the odds ratio compares the odds of outcome in one group to the odds of outcome in another group) for a one-unit increase in the predictor variable, an ESTIMATE statement along with the EXP option has to be used. However, you need to be able to define the coefficients 
in the ESTIMATE statement to obtain the odds ratio. For odds ratios involving class variables, there are several coding schemes available for the design variables created in the CLASS statement.
For effect coding (also called deviation from the mean coding), the number of design variables created is the number of levels of the CLASS variable minus 1. For example, if the variable income has three levels, only two design variables were created. By default, all the design variables have a value 
of –1 for the last level of the CLASS variable. Parameter estimates of the CLASS main effects using this coding scheme estimate the difference between the effect of each level and the average effect over all levels.

For reference cell coding, the number of design variables created is the number of levels of the CLASS variable minus 1 and the parameter estimates of the CLASS main effects estimate the difference between the effect of each level and the last level. For example, the effect for the level low would estimate 
the difference between low and high. You can choose the reference level with the REF= option.

GLM coding uses less than full rank parameterization for variables in a CLASS statement. 
This parameterization constructs one design variable for each level of the predictor variable. Therefore, income would have three design variables where the first design variable is 1 if low, 0 otherwise, the second design variable is 1 if medium, 0 otherwise, and the third design variable is 1 if high, 0 otherwise.
	The rank of a matrix is defined as the maximum number of linearly independent row vectors 
in the matrix. If the model has a design matrix that is not full rank, there are an infinite number 
of solutions for the parameter estimates.

To obtain coefficients for an odds ratio comparing low income to medium income for a logistic regression model, first write out the equation for the odds for low income and the odds for medium income. For reference cell coding, two coefficients are needed because there are two design variables.

Compute the odds ratio in terms of the odds of the group in the numerator and the odds in the group 
in the denominator. Solving the expression algebraically shows that the coefficients for the odds ratio comparing low income versus medium income are 1 1.

The ESTIMATE statement consists of the following components:
label	identifies the estimate in the output. A label is required for every estimate specified 
and it must be enclosed in quotation marks.
effect	identifies an effect that appears in the MODEL statement. You do not need to include 
all the effects that are included in the MODEL statement.
values	identifies the coefficients associated with the effect. To correctly specify your estimate, 
it is crucial to know the ordering of the parameters within each effect and the variable levels associated with each parameter.
If an effect is not specified in the ESTIMATE statement, all of its coefficients are set to 0. If too many values are specified for an effect, the extra ones are ignored. If too few values are specified, the remaining ones are set to 0. The EXP option requests that the exponentiated contrast be computed, thus, providing the odds ratio.


When fitting a GEE model in PROC GENMOD, you should decide what is a reasonable model for 
the correlation between measurements within subject. PROC GENMOD offers several common structures to use to model the working correlation matrix. The choice of the structure should be consistent with the empirical correlations. Liang and Zeger (1986) showed that there could be important gains in efficiency by correctly specifying the working correlation matrix. However, the loss of efficiency is inconsequential when the number of clusters is large (Davis 2002).

The independent correlation structure forces the off-diagonal correlations to be 0. Therefore, no working correlation structure is estimated in this case. Under this constraint, the coefficients and model-based standard errors (requested by the MODELSE option in the REPEATED statement) are the same as those reported in the LOGISTIC procedure. However, PROC GENMOD, by default, computes robust standard error estimates. These estimates take into account the correlations among the repeated measurements and usually are different from the model-based standard errors assuming independence. 
The independent correlation structure might be a good choice when you have a large number of subjects with few measurements per subject. The correlation influence is often small enough to have little impact on the regression coefficients, but the robust standard errors will give the correct inferences. This model gives consistent estimates of the parameters and standard errors when the mean model is correctly specified (Davis 2002).

In the 1-dependent correlation structure, measurements are correlated if they are one time point apart. They are uncorrelated if they are two or more time points apart.

For the 2-dependent correlation structure, measurements are correlated if they are two or less time periods apart. Measurements that are one time period apart have different correlations than measurements that are two time periods apart.
These last two correlation structures are generally called m-dependent correlation structures. The m represents how many time periods apart the measurements remain correlated. Therefore, a 5-dependent correlation structure indicates that measurements are correlated if they are five or fewer time periods apart. This correlation structure is similar to the banded Toeplitz structure in PROC MIXED.
The m-dependent correlation structure assumes equally spaced time points and the same time points across subjects. 

The exchangeable correlation structure, which is similar to the compound symmetry structure in PROC MIXED, assumes that the correlations are equal across time points. Although this structure might not 
be justified in longitudinal studies, it is often reasonable in situations where the repeated measurements are not obtained over time (Allison 1999). For example, the exchangeable correlation structure might 
be a good choice if the independent experimental units were classrooms and the responses obtained were from each student in the classroom (Davis 2002). 


The first order autoregressive structure specifies that the correlations be raised to the power of the number of time points the measurements are apart. For example, if the measurements are three time points apart, the correlation is. The AR(1) model might be a good choice in a longitudinal model where measurements are taken repeatedly over time. One shortcoming is that the correlation decays very quickly as the spacing between measurements increases (Davis 2002).
The AR(1) correlation structure assumes equally spaced time points and the same time points across subjects.


Finally, the unstructured correlation structure is completely unspecified. Therefore, there are parameters to be estimated. The unstructured working correlation structure is useful only when there are very few observation times. If there were many time points, you would probably want to impose some structure to the correlation matrix by selecting one of the other correlation structures (Allison 1999). Furthermore, when there are missing values or a varying number of observations per subject, a nonpositive definite matrix might occur, which would stop the parameter estimation process (Stokes, Davis, and Koch 2000). 

If you do not know which working correlation structure to choose, one recommendation is to compare 
the parameter estimates and standard errors from several correlation structures. This might indicate whether there is sensitivity to the misspecification of the correlation structure. PROC GENMOD also enables you to choose a user-defined correlation matrix. 

If the estimation of the regression coefficients is the primary objective of your study and there are a large number of clusters (approximately 200) and a small number of time points, then you should not spend much time choosing a correlation structure. If the mean model is correctly specified, the GEE method for the parameter estimates was designed to guarantee consistency of the parameter estimates under minimal assumptions about the time dependence (Diggle, Heagerty, Liang, and Zeger 2002). Furthermore, the loss of efficiency from an incorrect choice of the working correlation structure is inconsequential when the number of subjects is large (Davis 2002). 
If there are a small number of clusters, then you should spend time choosing a correlation structure. Both the model and the correlation structure must be approximately correct to obtain valid inferences (Diggle, Heagerty, Liang, and Zeger 2002). In this situation it is important to use the model-based standard errors rather than the robust standard errors (Prentice 1988). Choosing the correct correlation structure will also result in increased efficiency (Davis 2002).

Missing values that occur intermixed with nonmissing values are called intermittent missing values. 
If these missing values are missing completely at random (MCAR), then the consistency results established by Liang and Zeger (1986) hold. A simple check of MCAR is to divide the subjects into two groups: those with a complete set of measurements and those with missing measurements. If the MCAR assumption holds, then both groups (with their measurements) should be random samples of the same population of measurements. In other words, the probability of missing is independent of the observed measurements and the measurements that would have been available had they not been missing. The t-tests for location and more general tests of equality of distribution can be used to test the MCAR assumption (Little 1995). Tests of MCAR for repeatedly measured categorical data were discussed by Park and Davis (1993). 
Some intermittent missing values can arise due to censoring rules. For example, values outside a stated range might be simply unreliable because of the limitations of the measuring techniques in use (Diggle, Heagerty, Liang, and Zeger 2002). Methods for handling censored data in correlation data structures are addressed in Laird (1988) and Hughes (1999). Intermittent missing values can also be related to the outcome. For example, a patient might miss an appointment because of an adverse reaction to the treatment. The fact that the subject remains in the study means that the investigator should have the opportunity to ascertain the reason for the missing appointment and take corrective action accordingly (Diggle, Heagerty, Liang, and Zeger 2002, Little 1995).
If all the missing values occur after a certain time point for a subject, then the missing values are called dropouts. These are a more significant problem compared to intermittent missing values because usually the subject is withdrawn for reasons directly or indirectly connected to the outcome and are lost to follow-up. If you treat the dropouts as MCAR when they are in fact informative dropouts, the parameter estimates will be biased (Diggle and Kenward 1994).
Diggle, Heagerty, Liang, and Zeger (2002) state that “An emerging consensus is that analysis of data with potentially informative dropouts necessarily involves assumptions that are difficult, or even impossible, 
to check from the observed data. This suggests that it would be unwise to rely on the precise conclusions of an analysis based on a particular informative dropout model.” They recommend that a sensitivity analysis be conducted on the informative dropout model. This provides some protection against the possibility that conclusions reached from a random dropout model are critically dependent on the validity of MCAR. Scharstein et al. (1999) provides a discussion on how such sensitivity analyses might 
be conducted.

Because the GEE method is semiparametric (not nonparametric), the mean model and variance function should be correctly specified. Thus, the consistency results of the GEE models depend on the correct specification of the model for the mean. Furthermore, robust standard errors should be used only with 
a large number of subjects.
Park (1993) compared GEE estimators with normal-theory maximum likelihood estimators and reported that GEE estimators were more sensitive to the occurrence of missing data.
Several studies have shown that the bias and efficiency of the GEE method can depend on the number 
of subjects, number of repeated measurements, magnitudes of the correlations among repeated measurements, and number and type of covariates. Lipsitz et al. (1991) reported that the parameter estimates for a binary GEE model were biased slightly upward and the bias increased as the magnitude 
of the correlation increased. Paik (1988) reported that as the number of covariates increases, the number of subjects needs to increase for the point estimates and confidence intervals to perform satisfactorily (with 4 repeated measurements and 4 covariates, he recommended a sample size greater than 50). 
	One solution to the MCAR limitation is to use the MI procedure to impute the missing values. PROC MI invokes the MAR assumption. Then fit the GEE model in PROC GENMOD on the complete data.
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Example:	Fit a GEE model on the long.keratotomy data set specifying the unstructured correlation structure, reference cell coding for gender with female as the reference cell, and request the Type 3 score statistics, the final working correlation matrix, the initial maximum likelihood parameter estimates table, and the model-based standard errors. Also compute the odds ratio for a one-unit decrease in diameter, a one-unit increase in visit, a ten-unit increase in age, 
and an odds ratio comparing males to females.
/* long03d06.sas */
proc genmod data=long.keratotomy desc;
   class patientid gender (param=ref ref='Female');
   model unstable=age diameter gender visit / dist=bin type3;
   repeated subject=patientid / corrw modelse type=unstr printmle;
   estimate '10 year increase in age' age 10 / exp;
   estimate '1 mm decrease in diameter' diameter -1 / exp;
   estimate 'male vs. female' gender 1 / exp;
   estimate '1 year increase in followup' visit 1 / exp;
   title 'GEE Model of Radial Keratotomy Surgery';
run;
Selected PROC GENMOD statement option:  
DESC	reverses the sort order for the levels of the outcome variable.
Selected CLASS statement option:  
PARAM=	specifies the parameterization method for the classification variable or variables. The default is PARAM=GLM.
REF=	specifies the reference level for PARAM=EFFECT, PARAM=REF, and their orthogonalizations. For an individual variable, you can specify the level of the variable to use as the reference level. For a global or individual variable, you can use one of the following keywords. The default is REF=LAST.
FIRST	designates the first ordered level as the reference.
LAST	designates the last ordered level as the reference. 
Selected MODEL statement options:
DIST=	specifies the built-in probability distribution to use in the model. The default link function for the binomial distribution is the logit link function.
TYPE3	requests that Type 3 score statistics be computed for each effect that is specified in the MODEL statement. Likelihood ratio statistics are produced for models that are not GEE models.
Selected REPEATED statement options:
CORRW	specifies that the final working correlation matrix be printed.
MODELSE	displays an analysis of parameter estimates table using model-based standard errors. 
[bookmark: Demo3_11_pg109]PRINTMLE	displays an analysis of maximum likelihood parameter estimates table. 
Selected ESTIMATE statement option:
EXP	requests that the exponentiated contrast, its standard error, and the confidence bounds be computed. 
	If the repeated measurements are not in the proper order or if there are missing time points for some subjects, then the WITHIN= option in the REPEATED statement should be used. This option names a variable that specifies the order of measurements within subjects. Variables used in the WITHIN= option must also be listed in the CLASS statement.
                             GEE Model of Radial Keratotomy Surgery                           

                                      The GENMOD Procedure

                                       Model Information

                            Data Set              LONG.KERATOTOMY
                            Distribution                    Binomial
                            Link Function                      Logit
                            Dependent Variable              unstable


                            Number of Observations Read        1086
                            Number of Observations Used        1046
                            Number of Events                    412
                            Number of Trials                   1046
                            Missing Values                       40
The Model Information table provides information about the data set and the model. 
                                 Class Level Information

                                                        Design
                                Class      Value      Variables

                                gender     Female             0
                                           Male               1
The Class Level Information table displays the levels of the class variables.
                                        Response Profile

                                Ordered                    Total
                                  Value    unstable    Frequency

                                      1    1                 412
                                      2    0                 634

PROC GENMOD is modeling the probability that unstable='1'.
The Response Profile table displays the levels of the response variable. Notice PROC GENMOD shows which value of the response variable is being modeled.
[bookmark: Demo3_11_pg110]                                     Parameter Information

                              Parameter       Effect       gender

                              Prm1            Intercept
                              Prm2            age
                              Prm3            diameter
                              Prm4            gender       Male
                              Prm5            visit

          Algorithm converged.
The Parameter Information table displays the names of the parameters. 
                            Analysis Of Initial Parameter Estimates

                                     Standard   Wald 95% Confidence         Wald
  Parameter          DF   Estimate      Error          Limits         Chi-Square   Pr > ChiSq

  Intercept           1     1.3844     0.7778    -0.1400     2.9088         3.17       0.0751
  age                 1     0.0105     0.0103    -0.0096     0.0306         1.04       0.3068
  diameter            1    -1.1957     0.1914    -1.5709    -0.8204        39.00       <.0001
  gender      Male    1     0.5611     0.1524     0.2624     0.8598        13.55       0.0002
  visit               1     0.3188     0.0213     0.2770     0.3605       223.92       <.0001
  Scale               0     1.0000     0.0000     1.0000     1.0000

NOTE: The scale parameter was held fixed.
The Analysis of Initial Parameter Estimates table (displayed by the PRINTMLE option) shows the parameter estimates when the observations are treated as independent. These parameter estimates are used as the starting values for the GEE solution. The inferences from this table should be used only as a comparison to the inferences from the GEE model.
                                     GEE Model Information

                     Correlation Structure                     Unstructured
                     Subject Effect                  patientid (362 levels)
                     Number of Clusters                                 362
                     Clusters With Missing Values                        25
                     Correlation Matrix Dimension                         3
                     Maximum Cluster Size                                 3
                     Minimum Cluster Size                                 0

          Algorithm converged.
The GEE Model Information table displays information about the longitudinal model fit with GEE. Because TYPE=UNSTR option is requested, the unstructured correlation structure is used. Furthermore, because there are 362 patients, there are 362 clusters. Notice that the data are not complete as 25 clusters have missing values.
                                  Working Correlation Matrix

                                       Col1         Col2         Col3

                          Row1       1.0000       0.2753      -0.0796
                          Row2       0.2753       1.0000       0.2621
                          Row3      -0.0796       0.2621       1.0000
[bookmark: Demo3_11_pg111]Because the unstructured correlation structure is used, the correlations between time points are all estimated. Because there are a relatively large number of clusters, the choice of correlation structures will not significantly affect the results of the GEE model.
                                       GEE Fit Criteria

                                     QIC         1088.1506
                                     QICu        1085.3915
The quasi-likelihood information criterion (QIC) is a modification of the Akaike information criterion (AIC) to apply to models fit by GEEs. The QIC is appropriate for selecting regression models and working correlations structures as the lower the value the better fit of the model. PROC GENMOD also computes an approximation to QIC called QICu, and this is appropriate only for selecting regression models.
                              Analysis Of GEE Parameter Estimates
                              Empirical Standard Error Estimates

                                      Standard   95% Confidence
              Parameter      Estimate    Error       Limits            Z Pr > |Z|

              Intercept        1.1199   0.9390  -0.7205   2.9602    1.19   0.2330
              age              0.0133   0.0113  -0.0089   0.0354    1.18   0.2393
              diameter        -1.1429   0.2258  -1.5855  -0.7004   -5.06   <.0001
              gender    Male   0.5210   0.1785   0.1711   0.8710    2.92   0.0035
              visit            0.3265   0.0225   0.2823   0.3706   14.49   <.0001

                              Analysis Of GEE Parameter Estimates
                             Model-Based Standard Error Estimates

                                      Standard   95% Confidence
              Parameter      Estimate    Error       Limits            Z Pr > |Z|

              Intercept        1.1199   0.8826  -0.6100   2.8498    1.27   0.2045
              age              0.0133   0.0117  -0.0096   0.0362    1.14   0.2550
              diameter        -1.1429   0.2167  -1.5677  -0.7182   -5.27   <.0001
              gender    Male   0.5210   0.1729   0.1822   0.8599    3.01   0.0026
              visit            0.3265   0.0219   0.2836   0.3694   14.91   <.0001
              Scale            1.0000    .        .        .         .      .
NOTE: The scale parameter was held fixed.
Because the MODELSE option is used, the Analysis Of GEE Parameter Estimates table shows both the empirical standard error estimates and the model-based standard error estimates. The empirical standard error estimates are robust estimates that do not depend on the correctness of the structure imposed on the working correlation matrix. The model-based standard error estimates are based directly on the assumed correlation structure. The model-based standard errors are better estimates if the assumed model for the correlation structure is correct, but worse if the assumed model is incorrect (Allison 1999). Because the sample size is large, the robust standard errors are generally preferred.
                            Score Statistics For Type 3 GEE Analysis

                                                    Chi-
                          Source           DF     Square    Pr > ChiSq

                          age               1       1.41        0.2343
                          diameter          1      24.35        <.0001
                          gender            1       8.73        0.0031
                          visit             1     166.70        <.0001
[bookmark: Demo3_11_pg112]Because the TYPE3 option is used, the Score Statistics For Type 3 GEE Analysis table is displayed. The results based on the empirical standard errors, the model-based standard errors, and the Type 3 score statistics are all very similar because of the large sample size. However, the Z statistic (from the table based on empirical and model-based standard errors) usually produce more liberal p‑values than the score statistic.
	If you have a small sample size, the score statistic is the statistic of choice (Stokes, Davis, and Koch 2000).
                                   Contrast Estimate Results

                                       Mean           Mean            L'Beta   Standard
Label                              Estimate    Confidence Limits    Estimate      Error    Alpha

10 year increase in age              0.5332     0.4779     0.5877     0.1330     0.1130     0.05
Exp(10 year increase in age)                                          1.1422     0.1291     0.05
1 mm decrease in diameter            0.7582     0.6683     0.8300     1.1429     0.2258     0.05
Exp(1 mm decrease in diameter)                                        3.1360     0.7081     0.05
male vs. female                      0.6274     0.5427     0.7049     0.5210     0.1785     0.05
Exp(male vs. female)                                                  1.6838     0.3006     0.05   
1 year increase in followup          0.5809     0.5701     0.5916     0.3265     0.0225     0.05
Exp(1 year increase in followup)                                      1.3861     0.0312     0.05

                                   Contrast Estimate Results

                                                  L'Beta             Chi-
        Label                                Confidence Limits     Square    Pr > ChiSq

        10 year increase in age             -0.0885      0.3545      1.38        0.2393
        Exp(10 year increase in age)         0.9153      1.4255
        1 mm decrease in diameter            0.7004      1.5855     25.62        <.0001
        Exp(1 mm decrease in diameter)       2.0145      4.8818
        male vs. female                      0.1711      0.8710      8.52        0.0035
        Exp(male vs. female)                 1.1866      2.3892
        1 year increase in followup          0.2823      0.3706    209.98        <.0001
        Exp(1 year increase in followup)     1.3262      1.4486
The Contrast Estimate Results table displays the results of the ESTIMATE statement. Because the EXP option is used, the contrast results are exponentiated, which produces the odds ratio estimate. The odds ratio for diameter (which is in the L’Beta Estimate column) shows that patients with a one-millimeter decrease in diameter are 3.14 times more likely to have a continuing effect of the surgery with respect 
to odds. The 95% confidence bounds are 2.01to 4.88.
	There are several disadvantages of the Wald chi-square tests shown in the Contrast Estimate Results table. One disadvantage is that the tests for individual parameters are dependent on the measurement scale (they are not invariant to transformations). Another disadvantage of Wald tests is that they require estimation of the covariance matrix of the vector of parameter estimates. Estimates of variances and covariances might be unstable if the sample size is small. It is recommended that you have around 200 clusters to provide a great deal of confidence concerning assessments of statistical significance at the 0.05 confidence level or smaller (Stokes, Davis, 
and Koch 2000). With 362 subjects, the Wald tests should perform reasonably well.
	The Mean Estimate column is the linear contrast L’Beta reflected through the inverse link function (the associated probability). In this example, it is not meaningful.
[bookmark: Demo3_11_pg113]Example:	Using the ESTIMATE statement and the same model as the last demonstration, generate the probability of a continuing effect of the surgery at a visit of 10 years for 49-year-old males with a diameter of the clear zone of 3. Use the ODS SELECT statement to select only the table of the contrast estimate results.
ods select estimates;
proc genmod data=long.keratotomy desc;
   class patientid gender (param=ref ref='Female');
   model unstable = age diameter gender visit / dist=bin;
   repeated subject = patientid / type=unstr;
   estimate 'Probability for age 49 diameter 3 gender male visit 10' 
             int 1 age 49 diameter 3 gender 1 visit 10;
   title 'GEE Model of Radial Keratotomy Surgery';
run;
 
                                  Contrast Estimate Results

                                                             Mean         Mean           L'Beta
 Label                                                   Estimate   Confidence Limits  Estimate

 Probability for age 49 diameter 3 gender male visit 10    0.8936    0.8342    0.9335    2.1283

                                                        Standard                   L'Beta
Label                                                      Error    Alpha    Confidence Limits

Probability for age 49 diameter 3 gender male visit 10    0.2616     0.05     1.6157     2.6410

                                                                    Chi-
          Label                                                   Square    Pr > ChiSq

          Probability for age 49 diameter 3 gender male visit 10   66.21        <.0001
The estimated probability is 0.8936 with a 95% confidence interval of 0.8342 to 0.9335. You can change the confidence limits with the ALPHA= option in the ESTIMATE statement. The L’Beta estimate is 
the Xβ.



In this example, the number of subjects is very large. Therefore, there should be little difference in the parameter estimates and the robust standard errors across the different correlation structures. The slide above illustrates the robustness of the GEE methods with regard to obtaining consistent parameter estimates and standard errors. Notice the standard errors all increased from the initial model to the GEE-based models. This makes sense for age, diameter, and gender because these variables are all time-independent. However, visit is a time-dependent variable, so the standard error should have decreased. The negative correlations among the observations might have caused this anomaly.
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A longitudinal study was undertaken to assess the health effects of air pollution on children. The data contain repeated binary measures of wheezing status for each of 537 children from Steubenville, Ohio. The measurements were taken at age 7, 8, 9, and 10 years. The smoking status of the mother at the first year of the study was also recorded. The data are stored in a SAS data set called long.wheeze.
These are the variables in the data set:
case	patient identification number
wheeze	wheezing status of child (1=yes, 0=no)
age	age of child when measurement was taken (in years)
smoker	smoking status of mother (Yes versus No).
2.    Fitting Binary GEE Models
a.    Fit a GEE model on the wheezing data set using PROC GENMOD and specify wheeze as the response variable and smoker, age, and age*age as the predictor variables. Use the DESC option in the PROC GENMOD statement to model the probability of wheezing. Also request the unstructured correlation structure, the type3 score statistics, the model-based standard errors, the initial maximum likelihood parameter estimates table, and the working correlation matrix.
1)    For the GEE parameter estimates, which parameters are significant at the 0.05 level?
2)    Explain the changes in the p-values and standard errors for smoker and age when comparing the initial parameter estimates to the GEE parameter estimates.
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Longitudinal models fit in the MIXED procedure have the assumption that the conditional responses are normally distributed. However, the normality assumption might not always be reasonable, especially when the response variable is discrete. Therefore, the generalized linear mixed models are widely used as a way to deal with correlated discrete response data. These models have the flexibility to specify random effects, spatial covariance structures, heterogeneity in the covariance parameters, and also to generate subject-specific parameter estimates.
The GLIMMIX procedure distinguishes two types of random effects. If the variance of the random effect is contained in the matrix G, then it is called a G-side random effect. If the variance of the random effect is contained in the matrix R, then it is called an R-side random effect. R-side effects are also called residual effects. An R-side random effect in PROC GLIMMIX is equivalent to a REPEATED effect in PROC MIXED.
The GLIMMIX procedure uses the pseudo-likelihood (linearization) method to obtain the parameter estimates and standard errors from a linearized model. The first step is achieved by taking the first-order Taylor series expansions to linearize the generalized linear mixed model to linear mixed models. Because the linearization approach approximates the GzLMM as linear mixed models, the computed likelihood is for these linear mixed models, not the original model. It is not the true likelihood of your problem. Likelihood ratio tests that compare nested models might not be mathematically valid and the model fit statistics should not be used for model comparisons (AIC, BIC).
There are two likelihood-based estimation methods. The METHOD=QUAD option in the PROC GLIMMIX statement requests that the GLIMMIX procedure approximate the marginal log likelihood with an adaptive Gauss-Hermite quadrature. The METHOD=LAPLACE option in the PROC GLIMMIX statement requests that the GLIMMIX procedure approximate the marginal log likelihood by using the Laplace method. Laplace estimates typically exhibit better asymptotic behavior and less small-sample bias than pseudo-likelihood estimators. On the other hand, the class of models for which a Laplace approximation of the marginal log likelihood is available is much smaller compared to the class of models to which pseudo-likelihood estimation can be applied.
In the GLIMMIX procedure, robust standard errors can be obtained by using the EMPIRICAL option in the PROC GLIMMIX statement. The subtle difference between this option and the GEE estimates in PROC GENMOD is that the parameter estimates are obtained using the moment-based method in PROC GENMOD, whereas the parameter estimates are obtained using the pseudo-likelihood method in PROC GLIMMIX.
Models using the GEE method are marginal models that only estimate population average regression coefficients and do not estimate subject-specific regression coefficients. These models are not flexible enough to specify heterogeneity of the covariance parameters. However, fitting models using the GEE approach has been shown to give consistent estimators of the regression coefficients and their variances under weak assumptions about the actual correlation among a subject’s observations. 
PROC GENMOD can be used to fit longitudinal data models with the use of the GEE method. The layout of the data is similar to PROC GLIMMIX where the number of observations is the number of measurements taken on all the subjects. The variance-covariance matrix is a block diagonal matrix in which the observations within each block are assumed to be correlated while the observations outside of the blocks are assumed to be independent.
If the estimation of the regression coefficients is the primary objective of your study and you have a large number of subjects, then you should not spend much time choosing a correlation structure. If the correlation among the measurements is of prime interest and you have a small number of subjects, then you should spend time choosing a correlation structure. For this latter case, both the model and the correlation structure must be approximately correct to obtain valid inferences.
General form of the GLIMMIX procedure:
PROC GLIMMIX <options>;
	CLASS variables;
	CONTRAST 'label' contrast-specification </options>;
         COVTEST <'label'> <test-specification> </ options>; 
	ESTIMATE 'label' contrast-specification </options>;
	LSMEANS fixed-effects </options>;
	LSMESTIMATE fixed-effect <'label'> values </options>;
	MODEL response<(response options)>=<fixed-effects>
                                       </options>;
	NLOPTIONS <options>;
	OUTPUT <OUT=SAS-data-set><keyword<(keyword-options) >
                                      <=name>>... </ options>;
	PARMS (value-list)…</options>;
	RANDOM random-effects </options>;
	WEIGHT variable;
RUN;
General form of the GENMOD procedure:
PROC GENMOD DATA=SAS-data-set <options>;
CLASS variables </option>;
MODEL response=predictors </options>;
REPEATED SUBJECT=subject-effect </options>;
ESTIMATE 'label' effect values … <options>;
RUN;
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1. Generating Empirical Logit Plots
3. Generate a line listing of the wheezing data (first 20 observations) and logit plots of age.
proc print data=long.wheeze(obs=20);
   title 'Line Listing of Wheezing Data';
run;
  
                               Line Listing of Wheezing Data                                

                             Obs    smoker    case    age    wheeze

                               1      No        1       7       0
                               2      No        1       8       0
                               3      No        1       9       0
                               4      No        1      10       0
                               5      No        2       7       0
                               6      No        2       8       0
                               7      No        2       9       0
                               8      No        2      10       0
                               9      No        3       7       0
                              10      No        3       8       0
                              11      No        3       9       0
                              12      No        3      10       0
                              13      No        4       7       0
                              14      No        4       8       0
                              15      No        4       9       0
                              16      No        4      10       0
                              17      No        5       7       0
                              18      No        5       8       0
                              19      No        5       9       0
                              20      No        5      10       0
1)    The data are in the proper order (sorted by age within case).
proc means data=long.wheeze noprint nway;
   class age;
   var wheeze;
   output out=bins sum(wheeze)=wheeze;
run;

data bins;
   set bins;
   logit=log((wheeze+1)/(_freq_-wheeze+1));
run;

[bookmark: Solution3_15_pg120]proc sgplot data=bins;
   scatter y=logit x=age / markerattrs=(color=blue size=10px 
         symbol=circlefilled); 
   xaxis label="Age of Child in Years";
   yaxis label="Estimated Logit";
   title "Estimated Logit Plot of Age of Child";
run;

2)    The plot shows that the logits possibly have a quadratic relationship with age.
Fitting Generalized Linear Mixed Models
a.    Fit a generalized linear mixed model to the long.wheeze data set using G-side random effects, the method of adaptive Gauss-Hermite quadrature, and the between-within degrees of freedom adjustment. Specify wheeze as the response variable and smoker , age, and age*age as the predictor variables. Model the probability that wheeze is equal to 1 with the EVENT= option. Also, request that the solution for the fixed-effects parameters be produced. Specify the optimization technique of Newton-Raphson with ridging, and compute the odds ratio for smoker (No as the reference value) and for a one-year decrease in age (10 as the reference value). Create an odds ratio plot and display the statistics and use the COVTEST statement to test whether the G matrix can be reduced to a zero matrix.
[bookmark: Solution3_15_pg121]proc glimmix data=long.wheeze method=quad noclprint=5 
      plots=oddsratio(stats);
   class case smoker;
   model wheeze(event='1') = smoker age age*age / solution dist=binary 
              ddfm=bw or(diff=first at age = 10 unit age = -1);
   random intercept / subject=case;
   nloptions tech=nrridg;
   covtest "H0: No random effects" zerog;
   title 'Generalized Linear Mixed Model of Wheezing among Children';
run;

Generalized Linear Mixed Model of Wheezing among Children

                                     The GLIMMIX Procedure

                                       Model Information

                     Data Set                      LONG.WHEEZE
                     Response Variable             wheeze
                     Response Distribution         Binary
                     Link Function                 Logit
                     Variance Function             Default
                     Variance Matrix Blocked By    case
                     Estimation Technique          Maximum Likelihood
                     Likelihood Approximation      Gauss-Hermite Quadrature
                     Degrees of Freedom Method     Between-Within

                                    Class Level Information

                                Class     Levels    Values

                                case         537    not printed
                                smoker         2    No Yes

                            Number of Observations Read        2148
                            Number of Observations Used        2148

                                        Response Profile

                              Ordered                        Total
                                Value    wheeze          Frequency

                                    1    0                    1822
                                    2    1                     326

              The GLIMMIX procedure is modeling the probability that wheeze='1'.

                                           Dimensions

                               G-side Cov. Parameters           1
                               Columns in X                     5
                               Columns in Z per Subject         1
                               Subjects (Blocks in V)         537
                               Max Obs per Subject              4
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                                   Optimization Information

                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    5
                   Lower Boundaries              1
                   Upper Boundaries              0
                   Fixed Effects                 Not Profiled
                   Starting From                 GLM estimates
                   Quadrature Points             7

                                        Iteration History

                                                   Objective                         Max
        Iteration    Restarts    Evaluations        Function          Change    Gradient

                0           0             10    1664.4797484       .            10743.16
                1           0             13    1600.6608663     63.81888214    1736.633
                2           0              8    1593.7671408      6.89372550    288.9059
                3           0              8    1591.5112399      2.25590087    78.47274
                4           0              8    1590.9975586      0.51368136    13.79153
                5           0              8     1590.729367      0.26819152    0.702447
                6           0              8    1590.6477122      0.08165484    1.182501
                7           0              8    1590.6477055      0.00000666    0.001201

                         Convergence criterion (GCONV=1E-8) satisfied.

                                         Fit Statistics

                              -2 Log Likelihood            1590.65
                              AIC  (smaller is better)     1600.65
                              AICC (smaller is better)     1600.68
                              BIC  (smaller is better)     1622.08
                              CAIC (smaller is better)     1627.08
                              HQIC (smaller is better)     1609.03

                                Fit Statistics for Conditional
                                         Distribution

                           -2 log L(wheeze | r. effects)      930.52
                           Pearson Chi-Square                 851.45
                           Pearson Chi-Square / DF              0.40

                                 Covariance Parameter Estimates

                           Cov                               Standard
                           Parm       Subject    Estimate       Error

                           UN(1,1)    case         4.7395      0.7838

[bookmark: Solution3_15_pg123]                                   Solutions for Fixed Effects

                                              Standard
           Effect       smoker    Estimate       Error       DF    t Value    Pr > |t|

           Intercept              -11.9408      5.3748      535      -2.22      0.0267
           smoker       No         -0.4023      0.2749      535      -1.46      0.1439
           smoker       Yes              0           .        .        .         .
           age                      2.4197      1.2825     1609       1.89      0.0594
           age*age                 -0.1532     0.07564     1609      -2.03      0.0430

                                       Odds Ratio Estimates

                                                                         95% Confidence
        smoker       age    _smoker      _age    Estimate       DF           Limits

        Yes           10    No             10       1.495      535       0.871       2.566
                       9                   10       1.634     1609       1.168       2.286
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                                 Type III Tests of Fixed Effects

                                       Num      Den
                         Effect         DF       DF    F Value    Pr > F

                         smoker          1      535       2.14    0.1439
                         age             1     1609       3.56    0.0594
                         age*age         1     1609       4.10    0.0430

                                Tests of Covariance Parameters
                                    Based on the Likelihood

         Label                      DF    -2 Log Like      ChiSq    Pr > ChiSq    Note

         H0: No random effects       1        1817.18     226.53        <.0001    MI

MI: P-value based on a mixture of chi-squares.
1)    The odds ratio for age compares age 9 to age 10 (the odds of the event in age 9 in the numerator and the odds of the event in age 10 in the denominator) taking into account the polynomial term. The estimate of 1.634 means that a one-year decrease in age going from age 10 to age 9 results in a 63% increase ((1.634-1)*100) in the odds of wheezing. Since the polynomial term is in the model, a two-year decrease in age would result in a different 
odds ratio.
2)    The results in the Tests of Covariance Parameters table indicate that the “no random effects model” is rejected. Therefore, the model with random effects fits the data better than the model without random effects.
Fitting Generalized Linear Mixed Models with Splines
b.    Fit a generalized linear mixed model to the long.wheeze data set but create a spline for age. Specify a truncated power function basis for the spline expansion and use the NOPOWERS option to exclude the intercept and polynomial columns. Use the knot method of list and list the know values as 8 and 9, specify a degree of spline expansion of 3, and request a table that shows the knot locations and the knots associated with each spline basis function. Use R-side random effects with an unstructured covariance structure and use an optimization technique of Newton-Raphson with ridging.
proc glimmix data=long.wheeze noclprint=5;
   class case smoker;
   effect spl=spline(age / details basis=tpf(nopowers) 
           knotmethod=list(8 9) degree=3);
   model wheeze(event='1') = smoker spl / solution dist=binary;
   random _residual_ / type=un subject=case;
   nloptions tech=nrridg;
   title 'Generalized Linear Mixed Model of Wheezing among Children';
run;
  
[bookmark: Solution3_15_pg125]                 Generalized Linear Mixed Model of Wheezing among Children                  

                                     The GLIMMIX Procedure

                                       Model Information

                          Data Set                      LONG.WHEEZE
                          Response Variable             wheeze
                          Response Distribution         Binary
                          Link Function                 Logit
                          Variance Function             Default
                          Variance Matrix Blocked By    case
                          Estimation Technique          Residual PL
                          Degrees of Freedom Method     Between-Within

                                    Class Level Information

                                Class     Levels    Values

                                case         537    not printed
                                smoker         2    No Yes

                                  Knots for Spline Effect spl

                                        Knot
                                      Number            age

                                           1        8.00000
                                           2        9.00000

                              Basis Details for Spline Effect spl

                                Column       Power     Break Knot

                                     1           3        8.00000
                                     2           3        9.00000

                            Number of Observations Read        2148
                            Number of Observations Used        2148

                                        Response Profile

                              Ordered                        Total
                                Value    wheeze          Frequency

                                    1    0                    1822
                                    2    1                     326

              The GLIMMIX procedure is modeling the probability that wheeze='1'.

                                           Dimensions

                               R-side Cov. Parameters          10
                               Columns in X                     5
                               Columns in Z per Subject         0
                               Subjects (Blocks in V)         537
                               Max Obs per Subject              4
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                                   Optimization Information

                   Optimization Technique        Newton-Raphson with Ridging
                   Parameters in Optimization    10
                   Lower Boundaries              4
                   Upper Boundaries              0
                   Fixed Effects                 Profiled
                   Starting From                 Data

                                        Iteration History

                                                    Objective                         Max
       Iteration    Restarts    Subiterations        Function          Change    Gradient

               0           0                6    10077.035719      0.63377064    6.022E-7
               1           0                4    10207.415785      0.11357921    6.212E-9
               2           0                2    10216.577937      0.00749397     0.00002
               3           0                1    10216.567153      0.00001965    6.094E-7
               4           0                1    10216.567263      0.00000010    8.46E-12
               5           0                0    10216.567266      0.00000000    7.543E-7

                      Convergence criterion (PCONV=1.11022E-8) satisfied.

                                         Fit Statistics

                            -2 Res Log Pseudo-Likelihood    10216.57
                            Generalized Chi-Square           2144.00
                            Gener. Chi-Square / DF              1.00

                                 Covariance Parameter Estimates

                           Cov                               Standard
                           Parm       Subject    Estimate       Error

                           UN(1,1)    case         0.9934     0.06072
                           UN(2,1)    case         0.3542     0.04598
                           UN(2,2)    case         1.0138     0.06194
                           UN(3,1)    case         0.3057     0.04513
                           UN(3,2)    case         0.4440     0.04763
                           UN(3,3)    case         1.0039     0.06134
                           UN(4,1)    case         0.3235     0.04528
                           UN(4,2)    case         0.3296     0.04578
                           UN(4,3)    case         0.3818     0.04634
                           UN(4,4)    case         1.0002     0.06111

                                  Solutions for Fixed Effects

                                                 Standard
       Effect       spl    smoker    Estimate       Error       DF    t Value    Pr > |t|

       Intercept                      -1.4541      0.1448      535     -10.04      <.0001
       smoker              No         -0.2569      0.1775      535      -1.45      0.1483
       smoker              Yes              0           .        .        .         .
       spl          1                -0.06043      0.1130      535      -0.53      0.5931
       spl          2                 0.08091      0.8687      535       0.09      0.9258
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                                      Num      Den
                        Effect         DF       DF    F Value    Pr > F

                        smoker          1      535       2.10    0.1483
                        spl             2      535       4.91    0.0077
2. The two spline coefficients for age deal with the truncated power basis functions. The first spline coefficient for age deals with the first truncated power basis function. For the first knot, if age is 8 or less than the truncated basis function is 0. If age is greater than 8, then 
the truncated power basis function is (age-8)3. For the second truncated power basis function, if age is greater than 9, then the truncated power basis function is (age-9)3. 
2. Because the linearization method was used, the AIC and BIC statistics are not produced because there is no true likelihood.
1. Fitting Binary GEE Models
4. Fit a GEE model on the wheezing data set using PROC GENMOD and specify wheeze 
as the response variable and smoker, age, and age*age as the predictor variables. Use the DESC option in the PROC GENMOD statement to model the probability of wheezing. Also request 
the unstructured correlation structure, the type3 score statistics, the model-based standard errors, the initial maximum likelihood parameter estimates table, and the working correlation matrix.
proc genmod data=long.wheeze desc;
   class case smoker;
   model wheeze=smoker age age*age / dist=bin type3;
   repeated subject=case / corrw modelse type=unstr printmle;
   title 'Longitudinal Model of Wheezing among Children';
run;

                         Longitudinal Model of Wheezing among Children                        

                                      The GENMOD Procedure

                                       Model Information

                              Data Set              LONG.WHEEZE
                              Distribution                Binomial
                              Link Function                  Logit
                              Dependent Variable            wheeze

                            Number of Observations Read        2148
                            Number of Observations Used        2148
                            Number of Events                    326
                            Number of Trials                   2148

[bookmark: Solution3_15_pg128]                                    Class Level Information

            Class       Levels    Values

            case           537    1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
                                  21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37
                                  38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
                                  55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71
                                  72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87
                                  ...
            smoker           2    No Yes

                                        Response Profile

                                 Ordered                  Total
                                   Value    wheeze    Frequency

                                       1    1               326
                                       2    0              1822

PROC GENMOD is modeling the probability that wheeze='1'.

                                     Parameter Information

                              Parameter       Effect       smoker

                              Prm1            Intercept
                              Prm2            smoker       No
                              Prm3            smoker       Yes
                              Prm4            age
                              Prm5            age*age

          Algorithm converged.

                            Analysis Of Initial Parameter Estimates

                                     Standard   Wald 95% Confidence         Wald
   Parameter         DF   Estimate      Error          Limits         Chi-Square   Pr > ChiSq

   Intercept          1    -7.6106     4.2978   -16.0342     0.8130         3.14       0.0766
   smoker      No     1    -0.2725     0.1235    -0.5146    -0.0303         4.86       0.0274
   smoker      Yes    0     0.0000     0.0000     0.0000     0.0000          .          .
   age                1     1.5735     1.0278    -0.4409     3.5879         2.34       0.1258
   age*age            1    -0.0996     0.0606    -0.2185     0.0192         2.70       0.1003
   Scale              0     1.0000     0.0000     1.0000     1.0000

NOTE: The scale parameter was held fixed.

[bookmark: Solution3_15_pg129]                                     GEE Model Information

                       Correlation Structure                Unstructured
                       Subject Effect                  case (537 levels)
                       Number of Clusters                            537
                       Correlation Matrix Dimension                    4
                       Maximum Cluster Size                            4
                       Minimum Cluster Size                            4

          Algorithm converged.

                                   Working Correlation Matrix

                                 Col1         Col2         Col3         Col4

                    Row1       1.0000       0.3528       0.3110       0.3267
                    Row2       0.3528       1.0000       0.4404       0.3241
                    Row3       0.3110       0.4404       1.0000       0.3833
                    Row4       0.3267       0.3241       0.3833       1.0000

                                       GEE Fit Criteria

                                     QIC         1828.2487
                                     QICu        1825.1870

                              Analysis Of GEE Parameter Estimates
                               Empirical Standard Error Estimates

                                      Standard   95% Confidence
               Parameter     Estimate    Error       Limits            Z Pr > |Z|

               Intercept      -7.6279   3.5958 -14.6756  -0.5802   -2.12   0.0339
               smoker    No   -0.2621   0.1780  -0.6109   0.0867   -1.47   0.1408
               smoker    Yes   0.0000   0.0000   0.0000   0.0000     .      .
               age             1.5762   0.8593  -0.1081   3.2605    1.83   0.0666
               age*age        -0.0998   0.0506  -0.1990  -0.0006   -1.97   0.0487

                              Analysis Of GEE Parameter Estimates
                              Model-Based Standard Error Estimates

                                      Standard   95% Confidence
               Parameter     Estimate    Error       Limits            Z Pr > |Z|

               Intercept      -7.6279   3.5903 -14.6648  -0.5910   -2.12   0.0336
               smoker    No   -0.2621   0.1773  -0.6097   0.0855   -1.48   0.1394
               smoker    Yes   0.0000   0.0000   0.0000   0.0000     .      .
               age             1.5762   0.8576  -0.1047   3.2571    1.84   0.0661
               age*age        -0.0998   0.0505  -0.1989  -0.0007   -1.97   0.0483
               Scale           1.0000    .        .        .         .      .
NOTE: The scale parameter was held fixed.

                            Score Statistics For Type 3 GEE Analysis

                                                    Chi-
                          Source           DF     Square    Pr > ChiSq

                          smoker            1       2.04        0.1529
[bookmark: Solution3_15_pg130]                          age               1       3.32        0.0685
                          age*age           1       3.83        0.0504
1)    The parameter age*age is significant at the 0.05 level for the empirical standard errors and the model-based standard errors, but it is not significant for the score statistics. The reason for this discrepancy is the score statistics are more conservative than the Z statistics.
2)    The p-value and standard error for the GEE parameter estimate for smoker went up when compared to the initial parameter estimate because it is a time-independent variable while the p-value and standard error for age went down because it is a time-dependent variable.
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Generalized Linear Mixed Models

Generalized linear mixed models have the flexibility to model random effects 

and correlated errors for nonnormaldata.

•

A linear predictor can contain random effects.

•

The random effects are normally distributed.

•

The conditional mean relates to the linear predictor through a link function:

•

The conditional distribution (given 



) of the data belongs to the exponential 

family of distributions.

((|)) gy

 
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The EFFECT Statement

•

Constructed effects

•

The EFFECT statement requests construction of columns in a design matrix for 

spl

as a B-spline in x, where x is a variable in the data set.

•

The constructed effect 

spl

is specified the same way in the MODEL statement as 

the other effects.

proc glimmix;

class A B;

effect spl=spline(x);

model y = A B spl A*spl;

run;
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Effect Type 

•

SPLINE effect type

-This constructs spline effects from B-spline or truncated power function bases.

-Options give control over knot construction, number of knots, spline basis, and so on.

-This enables you to fit a spline model for certain terms while enjoying parametric model 

capabilities.

EFFECT spl=SPLINE(x);
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3.06 Multiple Choice Poll

Why are AIC and BIC model fit statistics not produced in the exercise 

problem?

a. The use of the RANDOM statement always suppresses the AIC and BIC 

statistics.

b. Because the response variable has a binomial distribution, the AIC and 

BIC statistics are always suppressed.

c. Because the linearization method was used, the AIC and BIC statistics are 

not produced because there is no true likelihood.

d. PROC GLIMMIX does not support AIC and BIC model fit statistics.
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Objectives

•

Explain the concepts of generalized estimating equations (GEE) models.

•

Show the available correlation structures in the GENMOD procedure.

•

Fit a longitudinal data model in PROC GENMOD.


image76.emf
Copyright © SAS Institute Inc. All rights reserved.

75

GEE Regression Models

•

GEE models are useful in analyzing data that arise from a longitudinal or 

clustered design

•

GEE models are marginal models that model the effect of the predictor 

variables on the population-averaged response

•

GEE models are recommended when the inferences from the regression 

equation are the principal interest and the correlation is regarded as a 

nuisance.
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GEE Regression Models

GEE models extend generalized linear models by allowing the following:

•

the correlation of outcomes within an experimental unit to be estimated 

and taken into account when estimating the regression coefficients and 

their standard errors

•

the calculation of the robust standard errors of the regression coefficients
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Variance-Covariance Matrix for GEE Models
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Quasi-Likelihood Estimation

•

Maximum likelihood estimation requires the specification of the 

distribution of the response variable.

•

For repeated discrete outcomes, it might be difficult to specify the 

distribution.

•

GEE regression models use the method of quasi-likelihood estimation. 

•

This method does not require the specification of the distribution of the 

response variable.

•

No log-likelihood is calculated for the GEE model.
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QIC Statistic

•

The quasi-likelihood information criterion (QIC) is a modification of the 

Akaikeinformation criterion (AIC) to apply to models fit by GEEs.

•

The likelihood is replaced by the quasi-likelihood and the penalty term takes 

a modified form.

•

The QIC can be used for choosing the working correlation matrix in the 

estimating equation and for selecting predictor variables.
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GEE Fitting Algorithm

1.Fit a generalized linear model assuming independence.

2.Compute the parameter estimates of the working correlation matrix 

based on the Pearson standardized residuals, the assumed structure of 

the correlation matrix, and the parameter estimates from the mean 

model.

3.Refit the regression model using an algorithm that incorporates the 

parameters from the working correlation matrix.

4.Keep alternating between steps 2 and 3 until model convergence is 

achieved.
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3.07 Multiple Choice Poll

Which one of the following statements is true regarding GEE regression 

models?

a. GEE models can estimate subject-specific regression coefficients.

b. The robust standard errors are useful when the number of subjects is 

small.

c. The quasi-likelihood estimation method does not require the 

specification of the distribution of the response variable.

d. The likelihood-ratio test can be used to test the significance of predictor 

variables.
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GENMOD Procedure

General form of the GENMOD procedure:

PROC GENMODDATA=SAS-data-set <options>;

CLASSvariables</ options>;

MODELresponse=predictors </ options>;

REPEATED SUBJECT=subject-effect </ options>;

ESTIMATE'label' effect values … </ options>;

ASSESS VAR=(effect)|LINK</ options>;

OUTPUT <OUT=SAS-data-set> 

<keyword=name … keyword=name>;

RUN;
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PROC GLIMMIX versus PROC GENMOD

PROC GLIMMIX

•

can accommodate random effects

•

fits unit-specific models and population-average models 

•

provides (bias-adjusted) sandwich estimators of the covariance matrix of 

the fixed effect that are unbiased even when the number of clusters is small

PROC GENMOD

•

cannot accommodate random effects

•

fits only population-average models

•

provides sandwich estimators that are unbiased only when the number of 

clusters is large
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Effect Coding

Income 1 Low 1 0

2 Medium 0 1

3 High -1 -1

Variable Value Label

Design 

Variables

1 2
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Reference Cell Coding

Income 1 Low 1 0

2 Medium 0 1

3 High 0 0

Variable Value Label

Design 

Variables

1 2
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GLM Coding

Income 1 Low 1 0

2 Medium 0 1

3 High 0 0

Variable Value Label

Design 

Variables

1 2

0

0

1

3
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Computing Coefficients to Estimate Odds Ratios Using 

Reference Cell Coding

1.State the odds ratio to estimate.

Odds ratio for Low Income versus Medium Income

2.Write of the equations for the odds of Low Income 

and the odds of Medium Income.  

...

012

*0*1

Medium

Oddse

  
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Computing Coefficients to Estimate Odds Ratios Using 

Reference Cell Coding

3. Compute the odds ratio in terms of the odds for Low Income versus the 

odds for Medium Income.

4. Identify the coefficients for the effects.

Income 1 –1;

...

12

(*1*(1))

e

 



012012

(*1*0)(*0*1)

e

 



012

012

*1*0

Low

*0*1

Medium

Odds e

Oddse










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The ESTIMATE Statement

Estimate ‘Low vs. Medium’ Income 1 -1   / exp; 

Estimate ‘Low vs. High’  Income 1 0   / exp;

Estimate ‘Medium vs. High’Income 0 1   / exp;
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3.08 Multiple Choice Poll

The model has time and the quadratic effect of time as predictor variables. To 

estimate the odds ratio for a 3-unit increase in time (time 0 to 3), the 

coefficients for the ESTIMATE statement would be which of the following?

a. time 3

b. time 3 time*time 9

c. time 3 time*time 3

d. time -3 time*time -9
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Working Correlation Matrix

•

The user chooses one of the available working correlation matrices in PROC 

GENMOD.

•

It is recommended that you choose a working correlation matrix that 

approximates the average dependence among repeated measurements 

within subject.

•

Choosing the correct structure might increase efficiency.
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Independent Correlation Structure
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1-Dependent Correlation Structure
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2-Dependent Correlation Structure
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Exchangeable Correlation Structure
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Autoregressive AR(1) Correlation Structure
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The GLIMMIX Procedure

•

Performs estimation and statistical inference for generalized linear mixed 

models (GzLMM)

•

Extends the SAS mixed model tools by modeling data from non-Gaussian 

distributions

•

Extends the generalized linear model (GzLM) by incorporating normally 

distributed random effects
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Unstructured Correlation Structure
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Choice of Working Correlation Structure

•

The nature of the problem can suggest the choice of correlation structure.

•

If the number of observations is small and there is an equal number of time 

points per subject, unstructured is recommended.

•

If repeated measurements are obtained over time, AR(1) or m-dependent is 

recommended.

•

If repeated measurements are not naturally ordered, exchangeable is 

recommended.

•

If the number of clusters is large and the number of measurements is small, 

independent structure might suffice.
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What If Assumed Correlation Structure 

Is Wrong?

Subjects

Time Points
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Missing Values for GEE Models

•

Missing data mechanism must be missing completely at random (MCAR).

•

Intermittent missing values are not as problematic as dropouts.

•

Avoid dropouts by taking energetic steps to retain subjects in the study.

•

Collect covariates that are useful for predicting missing values.

•

Collect as much information as possible about the reasons for missing 

values.

•

Conduct a sensitivity analysis when you have informative dropouts.
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Problems with GEE Models

•

The correct specification of marginal mean and variance is required.

•

Missing data cannot depend on the observed or unobserved responses.

•

A moderate to large number of independent subjects is required.
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3.09 Multiple Choice Poll

When you have a large sample size, what condition is not necessary for the 

GEE model to have consistent parameter estimates and standard errors?

a. Missing values are MCAR

b. Correct specification of the model for the mean

c. Correct specification of the variance function

d. Correct specification of the correlation structure
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Parameter Estimates and Standard Errors across 

Correlation Structures

.0105 

(.0103)

.0109 

(.0114)

.0133 

(.0113)

.0121 

(.0113)

-1.1957 

(.1914)

-1.1904 

(.2216)

-1.1429 

(.2258)

-1.1689 

(.2236)

-.5611 

(.1524)

-.5576 

(.1760)

-.5210 

(.1785)

-.5376 

(.1770)

.3188 

(.0213)

.3190 

(.0227)

.3265 

(.0225)

.3232 

(.0226)

AGE

DIAMETER

GENDER(f

emale)

VISIT

Initial EXCH UNSTR AR


image6.emf
Copyright © SAS Institute Inc. All rights reserved.

7

Generalized Linear Models

•

The model relates the expected value of the response variable to the linear 

predictor through a link function.

•

The variance of the response variable is a specified function of its mean.

•

The distribution of the response variable can come from a family of 

exponential distributions.
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3.10 Multiple Choice Poll

Compared to the results of the initial parameter estimates, the p-value and 

standard error of the GEE parameter estimate for smoker did which of the 

following?

a. Went up because it is a time-dependent variable

b. Went up because it is a time-independent variable

c. Went down because it is a time-dependent variable

d. Went down because it is a time-independent variable
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3.01 Multiple Choice Poll –Correct Answer

Which on the following statements is true regarding generalized linear mixed 

models?

a. The variance of the response variable is assumed to be constant.

b. The conditional distribution of the data, given the random effects, 

belongs to the exponential family of distributions.

c. The distribution of the random effects can belong to any of the 

exponential family of distributions.

d. The response values are assumed to be normally distributed.
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3.02 Multiple Choice Poll –Correct Answer

Which of the following statements is true regarding G-side and R-side 

random effects?

a. R-side random effects provide subject-specific interpretations of the 

model if no G-side random effects are present.

b. All random effects are specified through the RANDOM statement.

c. Continuous effects are allowed in R-side random effects.

d. R-side random effects are modeled by the REPEATED statement in PROC 

GLIMMIX.
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3.03 Multiple Choice Poll –Correct Answer

Which of the following statements is true regarding the pseudo-likelihood 

linearization method?

a. The method cannot be used with the Kenward-Roger degrees of 

freedom adjustment.

b. The method might produce biased variance estimates for the random 

effects.

c. Model comparisons are possible based on information criteria such as 

the AIC and BIC.

d. There is no distributional assumption for the linearized and transformed 

residuals.
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3.04 Multiple Choice Poll –Correct Answer

The odds ratio for age in the exercise was 1.634. How can this be 

interpreted?

a. A one-year decrease from age 10 results in a 63% increase in the odds of 

wheezing.

b. A one-year decrease from any age results in a 63% increase in the odds 

of wheezing.

c. A one-year increase from any age results in a 63% increase in the odds of 

wheezing.

d. A one-year increase from age 10 results in a 63% increase in the odds of 

wheezing.
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3.05 Multiple Choice Poll –Correct Answer

Which one of the following statements is true for proportional odds models?

a. The model fits separate intercepts.

b. The model fits separate slopes.

c. The cumulative logits compare each category to the last category.

d. The coding of the ordinal outcome affects the odds ratios.
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3.06 Multiple Choice Poll –Correct Answer

Why are AIC and BIC model fit statistics not produced in the exercise 

problem?

a. The use of the RANDOM statement always suppresses the AIC and BIC 

statistics.

b. Because the response variable has a binomial distribution, the AIC and 

BIC statistics are always suppressed.

c. Because the linearization method was used, the AIC and BIC statistics are 

not produced because there is no true likelihood.

d. PROC GLIMMIX does not support AIC and BIC model fit statistics.
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Examples of Generalized Linear Models

Response Distribution Link Function

continuous normal identity

binary binomial logit

ordinal multinomial

cumulative 

logit

count Poisson natural log
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3.07 Multiple Choice Poll –Correct Answer

Which one of the following statements is true regarding GEE regression 

models?

a. GEE models can estimate subject-specific regression coefficients.

b. The robust standard errors are useful when the number of subjects is 

small.

c. The quasi-likelihood estimation method does not require the 

specification of the distribution of the response variable.

d. The likelihood-ratio test can be used to test the significance of predictor 

variables.
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3.08 Multiple Choice Poll –Correct Answer

The model has time and the quadratic effect of time as predictor variables. To 

estimate the odds ratio for a 3-unit increase in time (time 0 to 3), the 

coefficients for the ESTIMATE statement would be which of the following?

a. time 3

b. time 3 time*time 9

c. time 3 time*time 3

d. time -3 time*time -9
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3.09 Multiple Choice Poll –Correct Answer

When you have a large sample size, what condition is not necessary for the 

GEE model to have consistent parameter estimates and standard errors?

a. Missing values are MCAR

b. Correct specification of the model for the mean

c. Correct specification of the variance function

d. Correct specification of the correlation structure
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3.10 Multiple Choice Poll –Correct Answer

Compared to the results of the initial parameter estimates, the p-value and 

standard error of the GEE parameter estimate for smoker did which of the 

following?

a. Went up because it is a time-dependent variable

b. Went up because it is a time-independent variable

c. Went down because it is a time-dependent variable

d. Went down because it is a time-independent variable
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GzLMMs, GzLMs, GLMMs, and GLMs

GLM 



GzLM



GzLMM

GLM 



GLMM 



GzLMM

Models  PROCs

GLM –general linear model GLM or REG

GLMM –general linear mixed model MIXED

GzLM –generalized linear model GENMOD

GzLMM –generalized linear mixed model GLIMMIX
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3.01 Multiple Choice Poll

Which on the following statements is true regarding generalized linear mixed 

models?

a. The variance of the response variable is assumed to be constant.

b. The conditional distribution of the data, given the random effects, 

belongs to the exponential family of distributions.

c. The distribution of the random effects can belong to any of the 

exponential family of distributions.

d. The response values are assumed to be normally distributed.
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GLIMMIX Procedure

PROC GLIMMIX <options>;

CLASSvariables;

CONTRAST'label'contrast-specification</ options>;

COVTEST<'label'> <test-specification> </ options>;

EFFECTeffect-name= effect-type(var-list< / effect-options>);

ESTIMATE'label' contrast-specification </ options>;

LSMESTIMATEfixed-effect <'label'>values<divisor=n> 

</ options>;

MODELresponse <(response options)>=<fixed-effects>

</ options>;

NLOPTIONS<options>;

OUTPUT<OUT=SAS-data-set> <keyword> </ options>;

PARMS(value-list)…</ options>;

RANDOMrandom-effects</ options>;

WEIGHTvariable;

Programming statements…

RUN;
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Basic Features of PROC GLIMMIX

•

Incorporates random effects in the model, and therefore it allows for 

subject-specific and population-averaged inference

•

Allows covariance parameter heterogeneity

•

Has flexible covariance structures for random and residual random effects 

including the spatial structures

•

Enables you to compute variables with SAS programming statements inside 

the procedure

•

Fits multinomial models for ordinal and nominal outcomes
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PROC GLIMMIX versus PROC MIXED

Functionality PROC MIXED PROC GLIMMIX

Models nonnormal data No Yes

Allows programmingstatements No Yes

Uses the RANDOMstatement to model 

R-side random effects

No Yes

Uses the REPEATED statement to model 

R-side random effects

Yes No
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Syntax: PROC GLIMMIX versus PROC MIXED

PROC GLIMMIX                                  PROC MIXED

BY BY

CLASS CLASS

CONTRAST CONTRAST

EFFECT

ESTIMATE ESTIMATE

FREQ

ID ID

LSMEANS LSMEANS

LSMESTIMATE

MODEL MODEL

NLOPTIONS

OUTPUT

PARMS PARMS

RANDOM RANDOM

REPEATED

WEIGHT WEIGHT
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GzLMM Formulation and PROC GLIMMIX
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G-side and R-side Random Effects

•

There is no REPEATED statement in PROC GLIMMIX.

•

All random effects are specified through the RANDOM statement.

•

If a random effect is an element of the Gmatrix, it is a G-side effect.

•

To model the Rmatrix, use the RANDOM statement with the _RESIDUAL_ 

keyword or the RESIDUAL option.
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R-side Random Effects

proc glimmix data=sasuser.aids;

model cd4_scale = time;

random _residual_ / type=sp(pow)(time) 

subject=id;

run;
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R-side Random Effects

data aids;

set sasuser.aids;

timec=time;

run;

proc glimmix data=aids noclprint;

class timec;

model cd4_scale=time;

random timec / type=sp(pow)(time)

subject=id residual;

run;
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G-side Random Effects

G-side random effects accomplish the following:

•

model the random effects within the link function

•

provide subject-specific interpretations of the model

•

indirectly model the correlations among the repeated measurements
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R-Side Random Effects

R-side random effects accomplish the following:

•

model the random effects outside the link function

•

provide population-average interpretations of the model if no G-side random 

effects are present

•

directly model the correlations among the repeated measurements
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3.02 Multiple Choice Poll

Which of the following statements is true regarding G-side and R-side 

random effects?

a. R-side random effects provide subject-specific interpretations of the 

model if no G-side random effects are present.

b. All random effects are specified through the RANDOM statement.

c. Continuous effects are allowed in R-side random effects.

d. R-side random effects are modeled by the REPEATED statement in PROC 

GLIMMIX.
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Distributions Supported by PROC GLIMMIX

Discrete Response Continuous Response

Binary Beta

Binomial Normal

Poisson “Lognormal”

Geometric Gamma

Negative Binomial Exponential

Multinomial (nominal

and ordinal)

Inverse Gaussian

+ combinations Shifted T

+ combinations
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Parameters Estimation Methods 

for Discrete Responses with Random Effects 

Pseudo-likelihood linearization method 

•

uses first-order Taylor series to approximate the model as a series of linear mixed 

models

Maximum likelihood methods are

•

METHOD=QUAD (Gauss-Hermitequadrature)

•

METHOD=LAPLACE (Laplace approximation) 
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Pseudo-Likelihood versus Maximum-Likelihood

The challenge in fitting GzLMMsis how to obtain the marginal log likelihood 

function:

(|,,)() pyxqd 



Approximate the integral numerically 

to obtain the approximated marginal 

log-likelihood

Compute the marginal log-likelihood 

for a different but similar model 

(GLMM), whose marginal log-

likelihood has a closed-form solution

Pseudo-likelihood (Linearization)

Maximum likelihood with quadrature 

or Laplace approximation

difficult to have closed-form solutions
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Pseudo-Likelihood Linearization Method

Take first-order 

Taylor series to 

linearize 

the model.

Obtain linear 

mixed models 

with 

pseudo-response.

Update the 

linearization 

with the 

new estimates. 

Fit linear mixed 

model on

pseudo-response.
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Benefits of Linearization

•

Can be used to fit models where the joint distribution is difficult, if not 

impossible, to ascertain.

•

Can fit complex models such as models with correlated errors, a large 

number of random effects, crossed random effects, and multiple types 

of subjects.
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Drawbacks of Linearization

•

“Likelihood” is for those of an approximated linear mixed model, so there is 

no true likelihood.

•

Normal assumption for linearized and transformed residuals in GzLMM 

might not be appropriate.

•

Variance estimates for random effects, especially for a binary outcome with 

a rare event or a small number of clusters, might be biased.
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Maximum Likelihood Estimation Method

•

Use numerical techniques to approximate the integral to obtain the 

marginal log-likelihood.

•

Log-likelihood of the data is computed, so model comparisons are possible 

based on information criteria.

•

The pseudo-likelihood bias is avoided.

•

This method enables likelihood-based inference about covariance 

parameters (the COVTEST statement).

•

Estimation includes fixed effects and covariance parameters.
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Model Limitations for Maximum Likelihood

For METHOD=QUAD and METHOD=LAPLACE: 

•

models cannot have R-side random effects or covariance structures

•

the Kenward-Roger degrees of freedom adjustment cannot be used

For METHOD=QUAD:

•

G-side random effect must be processed by subjects (use the SUBJECT= 

option)
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The COVTEST Statement

The COVTEST statement enables you to obtain statistical inferences for the 

covariance parameters. 

•

fit the model using PROC GLIMMIX

•

specify hypotheses about the covariance parameters in the COVTEST 

statement.

The procedure will do the following:

•

refit the model under the restriction on the covariance parameters

•

compare -2(restricted) log likelihoods

•

make p-value adjustments for testing on the boundary, if possible and necessary
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The COVTEST Statement

COVTEST<'label'> <test-specification> </ options>;

covtest 'Ho: common variance' homogeneity;

covtest 'Ho: no random effects' GLM;

covtest ' Ho: independent random effects' diagG;

covtest 'Ho: no slope variance ' . . 0;
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A Note in the COVTEST Statement

•

When the model is estimated by ML or REML, you will get the same results 

from the COVTEST statement as you would from conducting a likelihood 

ratio test using the full and reduced models.

•

When the model is estimated by pseudo-likelihood, you will not get the 

same results with the COVTEST statement as you would from a pseudo-

likelihood ratio test based on the full and reduced models.
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3.03 Multiple Choice Poll

Which of the following statements is true regarding the pseudo-likelihood 

linearization method?

a. The method cannot be used with the Kenward-Roger degrees of 

freedom adjustment.

b. The method might produce biased variance estimates for the random 

effects.

c. Model comparisons are possible based on information criteria such as 

the AIC and BIC.

d. There is no distributional assumption for the linearized and transformed 

residuals.
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Radial Keratotomy Study

Outcome at 3 

time points

Time-dependent 

predictor variables

Time-independent 

predictor variables
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Analysis Strategy

•

Perform univariate analysis with contingency tables.

•

Perform exploratory data analysis with logit plots to examine the 

relationship between the response variable and the explanatory variables.

•

Fit a longitudinal model in PROC GLIMMIX.
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Estimated Logits
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Logit Plot of Diameter
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Logit Plot of Visit
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The “Sandwich” Estimator

•

“Sandwich”or empiricalestimators are the covariance matrix of the 

parameter estimates that are computed based on a “sandwich” formula.

•

They are asymptotically consistent estimators and therefore are useful for 

obtaining inferences that are not sensitive to the choice of the covariance 

model.

•

PROC GLIMMIX can produce sandwich estimators that are unbiased even 

when the number of clusters is small.
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Objectives

•

Explain the concepts behind generalized mixed linear models.

•

Describe the GLIMMIX procedure syntax.

•

Explain the estimation methods in PROC GLIMMIX.

•

Illustrate the COVTEST statement.

•

Fit a longitudinal data model with a binary response in the GLIMMIX 

procedure.
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3.04 Multiple Choice Poll

The odds ratio for age in the exercise was 1.634. How can this be 

interpreted?

a. A one-year decrease from age 10 results in a 63% increase in the odds of 

wheezing.

b. A one-year decrease from any age results in a 63% increase in the odds 

of wheezing.

c. A one-year increase from any age results in a 63% increase in the odds of 

wheezing.

d. A one-year increase from age 10 results in a 63% increase in the odds of 

wheezing.
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Objectives

•

Define the concepts of ordinal logistic regression.

•

Illustrate how to build a regression spline using the EFFECT statement.

•

Fit a generalized linear mixed model with an ordinal response in PROC 

GLIMMIX.
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Ordinal Logistic Regression

•

Models are used when the response variable is ordinal.

•

Models can also be used when the response variable has a restricted range 

due to limitations of the measuring device.

•

Models use a link function of the cumulative logits.

•

Only the G-side random effects are available for ordinal logistic regression 

models in PROC GLIMMIX.
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CumulativeLogits

If an ordinal outcome has klevels with proportions

then the cumulative logits are
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Logistic Models

Binary Logistic Model 

Ordinal Logistic Model

where iindexes the cumulative logits.
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Proportional Odds Model

Age

Logit(cum P)
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3.05 Multiple Choice Poll

Which one of the following statements is true for proportional odds models?

a. The model fits separate intercepts.

b. The model fits separate slopes.

c. The cumulative logits compare each category to the last category.

d. The coding of the ordinal outcome affects the odds ratios.
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CD4+ Cell Numbers Data Set

Years since Seroconversion

CD4+ Cell 

Numbers
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Regression Splines

•

A regression spline consists of piecewise polynomial segments joined at 

knots (with varying continuity and smoothness constraints).

•

The number and degrees of the polynomial segments and the number and 

position of the knots will vary in different situations.

•

The simplest spline function is a linear spline function.
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Limitations of Linear Mixed Models

•

Normality assumptions limit general linear mixed models to continuous 

responses.

•

Different methodology must be used when the responses are discrete and 

nonnormal.

•

Generalized linear mixed models provide a practical method to analyze 

nonnormalresponses.
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Linear Spline Function with Three Knots 

and a Truncated Power Basis

where the truncated power function is defined as

where d is the degree of the spline transformation and iis the knot number
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Linear Spline Function with Three Knots 

and a Truncated Power Basis 

01

() fXX

 

0121

()() fXXXk

 

012132

()()() fXXXkXk

 

1

Xk 

12

kXk



23

kXk 

01213243

()()()() fXXXkXkXk

 

when

3

Xk



when

when

when


image68.emf
Copyright © SAS Institute Inc. All rights reserved.

64

Linear Spline Function with Three Knots 

and a Truncated Power Basis
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The EFFECT Statement 

General form of the EFFECT statement:

•

Specifies special constructed effects

-spline effects                

-collection effects

-multimember effects

-polynomial effects

•

Defines sets of columns for Xand Zmatrices that are different from classical 

effects

•

Allows multiple EFFECT statements

EFFECTeffect-name= effect-type(var-list< / effect-options>);
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